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Abstract: We discuss the ways in which atmospheric numerical models can be shown to have both predictive and ex-

planatory value. This argument rests largely on the established predictive value of numerical weather forecasts, and can be 

extended to atmospheric models at larger- and smaller scales. We demonstrate that atmospheric modellers have not been 

particularly critical about the logical basis of model evaluation, and recommend strategic approaches to remedy this. Our 

suggestions involve the creation of a spatio-temporal scale-dependent and context-relative ordinal scale for model evalua-

tion that must be applied in an a-priori, context-dependent fashion. 

INTRODUCTION 

 The term model, as used in science, means an abstract, 

analogue representation of the prototype whose behaviour is 

being studied. In specific instances, the type of analogue, and 

level of abstraction can vary widely. Three types of analogue 

commonly used are: analytical models (in which variables in 

analytically tractable mathematical equations are taken as 

analogous to measurable properties of the world); physical 

scale models (in which the physical behaviour of measurable 

properties of the small scale model are taken as analogous to 

corresponding environmental properties at full scale) and 

numerical models (in which variables in a numerically 

solved system of equations are taken as analogous to meas-

urable environmental quantities). Regardless of level of ab-

straction, or type of analogue, the ultimate objective of all 

modelling studies is to provide insight into the workings of a 

given system. In specific cases, the sought-after insight can 

be the attainment of a deeper understanding of processes 

governing the behaviour of a phenomenon (an explanatory 

use of the model) or to provide a prognosis of the evolution 

in time and structure in space of the phenomenon (a predic-

tive use of the model). In what follows, we concentrate 

solely on numerical models, but believe that in principle, the 

ideas we explore are applicable to the evaluation of analyti-

cal and scale modeling as well. In particular, we examine 

approaches to evaluating what sort of insight can be attained 

from atmospheric numerical models. We do this because of 

the long history, and extensive use of numerical models of 

atmospheric phenomena. The depth and breadth of atmos-

pheric numerical modelling work in both research and opera-

tional realms has resulted in a rich literature and wide rang-

ing practises that inform questions concerning the utility of 

such models. While we concentrate on numerical models of 

the atmosphere, our conclusions will not be specific to mod-

els of atmospheric phenomena, but rather will be transferable  
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to models of environmental phenomena and processes in 

general. 

 Associated with both explanatory and predictive uses of 

numerical models of the atmosphere is an unstated assump-

tion that the behaviour of the model can be treated as if it at 

least closely matches, in some essential way, the behaviour 

of the real atmosphere. Since models are abstract analogues, 

rather than the real atmosphere, before model results can be 

interpreted as if they fairly represent real atmospheric behav-

iour, some test must be applied to both the model itself, and 

to its performance in simulating specific cases. Almost inevi-

tably, such tests involve a comparison between model output 

and observations of the real atmosphere under specified con-

ditions. These tests are often called model-evaluation, -

verification or -validation [1], and are exercises designed to 

establish the extent to which the model captures behaviour of 

the modelled phenomenon. It is important to note that these 

evaluation exercises are also directed towards selected runs 

of the model. In order to avoid becoming ensnared in the 

semantic debates that often accompany this matter [3,4], we 

use the term “model evaluation”[1], to signify a process 

(whose details we do not specify here) in which model out-

put is compared with atmospheric data so as to test the abil-

ity of a model to predict and explain atmospheric phenom-

ena. Without such tests, the models can be no more than in-

teresting intellectual tools. 

 The oft-cited work of Oreskes et al. [2] (hereafter called 

OSFB94) argues that “verification or validation of numerical 

models of natural systems is impossible”, with the conse-

quence that “ Model(s) ….. predictive value is always open 

to question. The primary value of models is heuristic”
1
. The 

objectives of this paper are to examine model evaluation 

practices (but not techniques) as they exist in the field of 

atmospheric numerical modeling, in light of the OSFB94 

views on numerical models of natural systems. Few atmos-

pheric scientists will need convincing that numerical models 

of the atmosphere do have predictive value, both in terms of 

providing useful prognoses of the future state of the atmos-

                                                
1 As used by OSFB, “heuristic” means “useful for guiding future study”. 
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phere, and in terms of their ability to provide a process level 

understanding of atmospheric phenomena. Atmospheric sci-

entists use their models in ways that extend well beyond 

their being mere guides for future study. In spite of the asser-

tions of OSFB94, a vast majority of citations to their work 

are made by modelers engaged in mode-evaluation exercises 

designed to show that their models do have predictive value. 

We engage this apparent contradiction by examining all cita-

tions of OSFB94 in works that involve numerical modeling 

of natural (including atmospheric) systems. Our reading of 

works citing OSFB94 is conducted in order to highlight 

weaknesses in model evaluation practices commonly em-

ployed by atmospheric modelers. On the basis of that read-

ing, we assert that OSFB94 seems to underestimate the ac-

cepted utility of atmospheric models, and has had a mildly 

negative influence on approaches to model evaluation. One 

might have hoped that a work so clearly important as 

OSFB94 would have caused modellers to exercise particular 

rigour in evaluating their models, or to more carefully exam-

ine their conceptual framework for model evaluation. Alter-

natively, an even more salutary effect of a paper like 

OSFB94 might have been an examination of the strategic, 

logical and philosophical bases of model evaluation. We find 

no evidence that OSFB94 has had either of these effects on 

atmospheric modelers. Our analysis of the influence of 

OSFB94 on numerical modeling in a range of scientific 

fields leads us to believe there are several extremely impor-

tant strategic questions surrounding model evaluation in the 

atmospheric sciences that need urgent consideration. We 

close this paper by providing a starting point for a considera-

tion of the nature, practice and meaning of evaluation of at-

mospheric numerical models and their output. Our consid-

erations of these questions lead us to recommend a set of 

generalized starting points for a reformed approach to model 

evaluation. 

THE EVALUATION AND UTILITY OF ATMOS-
PHERIC MODELS 

 Numerical models of natural systems are characterized 

by OSFB94 as containing verifiable mathematical compo-

nents, as well as requiring input parameters that are incom-

pletely known. Atmospheric models conform well to this 

characterization. Indeed, they are based on constitutive equa-

tions (which are specific expressions of the conservation of 

mass, momentum and energy). In addition, atmospheric 

models at all scales employ parameterizations of processes at 

smaller, unresolved scales. These parameterizations are not 

arbitrary, but are representations of small-scale processes 

and phenomena built upon observations. These models are 

also implemented in numerical schemes which include many 

approximations and discretizations. Atmospheric models 

also require input data, in the form of boundary- and initial 

conditions (all derived from observations), which are incom-

pletely known in the sense that they contain measurement 

errors. An added complication comes from the practice of 

data assimilation in which the model, while running, is 

forced towards newly available measurements of modeled 

variables. The output of atmospheric models is subsequently 

compared to observations in the process we have called 

“model evaluation”. This process is technically
2
 demanding 

because of the multi-dimensional and vector nature of phe-

nomena being modelled; the fundamental incommensurabil-

ity of model output (being averaged values on a regular grid) 

and observations (being point values on an irregular grid); 

the existence of landscape features not captured or incom-

pletely resolved by models, but effecting observations [5-7]. 

 We accept fully the statement of OSFB94 that the com-

bination of a numerical model and the data against which it 

is to be evaluated constitutes a logically open system, and 

that any assertions about undiluted truth in such a system are 

impossible. By contrast with OSFB94, we argue, that atmos-

pheric numerical models can provide valid insight in the 

sense of being demonstrated to have predictive value. Their 

conclusion is based on a strong reliance on rigid Popperian 

falsifiability [4], which has application only in the most lim-

ited and narrowly technical fields, and generally not in the 

natural sciences. We do not mean to imply that atmospheric 

numerical models have limitless predictive capability, but 

rather that they can have predictive and explanatory value 

that must (and can) be established by appropriately exercised 

model evaluation. Our assertion is thus an intermediate one, 

between the admitted extremes of outright rejection of the 

possible utility of atmospheric numerical models and the 

blind acceptance of atmospheric numerical models as captur-

ing faithfully the behaviour of atmospheric phenomena. This 

latter approach leads to the (regrettably frequent) practice 

amongst atmospheric scientists of referring to model output 

as “data”, and the rather more serious (but related) flaw of 

treating model results as if they were a complete and faithful 

representation of the real atmosphere, and therefore “true”. 

These two extremes are also characterized by Kleindorfer et 

al. [8], who refer to them as “objectivist” versus “relativist” 

stances. We take it as self-evident that model evaluation is 

an essential part of model development and application, and 

that effective model evaluation is necessary to produce mod-

els that have meaningful predictive value and utility. 

 What we are advocating is evidently a much more diffi-

cult, intermediate position, in which it is recognized that 

imperfect models can still have tangible explanatory and/or 

predictive value. We believe that resorting to either of the 

extreme positions suppresses both the advance of atmos-

pheric science and possible social benefits from the applica-

tion of scientific results. The intermediate position we sug-

gest is not new, and is argued forcibly by Beven [9], among 

others. 

The Predictive Value of Numerical Atmospheric Models 

 As demonstrated by Tribbia and Anthes [10], numerical 

models are a central tool in predicting the evolution and 

structure of the atmosphere. Indeed, the use of computational 

resources for the preparation of daily weather forecasts by 

national weather services worldwide, and the running of 

general circulation models in climate research exceeds re-

source use for any other form of modeling of natural sys-

                                                
2While acknowledge the importance of technical and statistical difficulties 

inherent in the process of discovering or quantifying the utility in numerical 

models of the atmosphere, we will not tackle those difficulties here. 
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tems. The atmosphere is, of all natural systems, the most 

heavily, and frequently subjected to numerical modelling. 

Weather forecasts based on numerical model output are 

widely disseminated by radio, television and print media, 

and over the internet. Millions of people rely on these 

weather forecasts to make decisions about many aspects of 

their daily lives, and these decisions cover matters as diverse 

as: conduct of weather sensitive agricultural activities; 

choice of clothing to wear; involvement in outdoor sporting 

activities; scheduling of outdoor entertainment events; con-

duct of crop spraying programs and making route selection 

for transportation of persons and goods. Over longer time 

scales, seasonal weather forecasts are used as bases for in-

surance policies; investment decisions in the agricultural 

sector; energy supply decisions and water resource distribu-

tion. Many of these decisions involve substantial amounts of 

money, and often involve risks to human life and well-being. 

Clearly many people and organizations behave as if numeri-

cal models of the atmosphere do have predictive value. 

 National meteorological services worldwide continue to 

operate at considerable cost, a large fraction of which is in-

volved with the running of numerical models and interpreta-

tion of model output. Clearly the cost is deemed justified, a 

judgement which is based on the generally accepted value of 

numerical models upon which weather forecasts are based. 

This value is demonstrated forcibly by Katz and Murphy 

[11] and the growing literature on the subject [12] reinforces 

this view. This seems in direct contrast to the assertions of 

OSFB94. A more direct argument is that, at a rather crude 

level, models used in numerical weather prediction (NWP) 

can capture a major fraction of atmospheric behaviour. For 

example, NWP models simulate very successfully the pro-

gression of mid-latitude cyclones, and based on the structure 

and evolution of these weather systems, they forecast condi-

tions such as temperature, precipitation and wind with re-

markable precision, for up to a few days in the future [10]. It 

is well recognized that the atmosphere is not limitlessly pre-

dictable, due to well-known (but poorly understood) chaotic 

processes. Thus, efforts to improve prediction involving both 

continuous data assimilation and ensemble forecasts may 

push back the limits to predictability, but can never eliminate 

them completely. Nevertheless, NWP models do have pre-

dictive value, which is captured, quantified and monitored by 

a variety of “skill scores” in which the forecast is compared 

with actual weather in an after-the-fact evaluation exercise. 

The continuous evaluation of forecast model performance 

based on these skill scores constitutes an essential part of 

NWP model evaluation, and is used in the continual im-

provement of both NWP models themselves, and the forecast 

system that relies on their results [10, 13]. This is done in 

recognition that model evaluation is an essential part of 

modelling. While acknowledging limits to their accuracy, we 

believe the assertion that the value of weather forecasts (be-

ing specific instances of predictions produced by numerical 

models of natural systems) is “open to question” is unrea-

sonably critical. 

 Aside from their use in the operational meteorological 

realm, numerical models of the atmosphere are used regu-

larly in the analysis of regional to continental scale air pollu-

tion, and in the production of forecasts of regional air pollu-

tion. Several national air pollution regulatory agencies 

worldwide provide operational pollution forecasts [14-16]. 

The analyses are often mandated by regulatory agencies, 

which are used as a basis for the operation of air quality 

management plans. The most demanding task to which these 

models are applied is the determination of the relationship 

between emissions and ambient air quality [17]. Again, the 

models accurately capture atmospheric features and phe-

nomena of importance to the dispersion of air pollutants, 

such as mean wind in the lower atmosphere, boundary layer 

depth, rate of dispersion of pollutants within the boundary 

layer, rate of deposition of pollutants to surface receptors and 

chemical transformation of pollutants. Often, such models 

and their output are subjected to very rigorous evaluation 

against data collected during air pollution field measurement 

campaigns, as well as against data from operational air qual-

ity monitoring networks. The purpose of the evaluation is to 

gauge the level to which the model simulates observed phe-

nomena and thus to determine its utility in air quality man-

agement or abatement strategies. Again, there are limits to 

the accuracy and precision of these models, but they do have 

applied predictive value in the sense of being able to reliably 

capture at least part of the essential behaviour of complex 

natural systems. 

 At a larger scale, a wide range of climate modeling stud-

ies are directed at understanding the climatic consequences 

of the accumulation of greenhouse gases in the atmosphere 

and are reported in the various IPCC document. These are 

examples of the predictive use of numerical models of the 

atmosphere. Of course this application is made particularly 

difficult by the complexity of the models, the unavailability 

of data on the future behaviour of Earth’s atmosphere, and 

uncertainty in data on future anthropogenic emissions of 

greenhouse gases into the atmosphere. These difficulties are 

at the core of the debate regarding the predictive value of this 

particular class of models [18]. In any case, the massive 

amount of modeling research conducted in this field is con-

sidered sufficiently sound to become an important element of 

policy making (e.g. the Kyoto protocol). 

The Explanatory Value of Numerical Models of the At-
mosphere 

 In addition to having predictive value, atmospheric mod-

els can have explanatory value, in the sense that dynamic-, or 

diagnostic studies utilizing model results can be used to fur-

ther our understanding of atmospheric phenomena. In this 

type of application, dynamic or thermodynamic processes 

are studied by extracting (from the numerical model) values 

of terms in the underlying conservation equations. An analy-

sis of the relative magnitude of the terms is then used to 

judge what underlying processes, and which combination of 

processes are responsible for the evolution of the phenome-

non being studied. This kind of analysis can be applied at 

any scale, as done by Reed et al. (1988 [19]) (at the synoptic 

scale), Steyn and Kallos (1992) [20] (at the mesoscale), and 

Moeng and Wyngaard [21] (at the boundary-layer scale). 

Before undertaking the dynamic or diagnostic analysis, it is 

essential that the model be evaluated by comparison with 
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field data. The purpose of this evaluation is to ensure that 

essential features of the dynamics, kinematics or thermody-

namics are adequately simulated by the model thus establish-

ing its utility as an explanatory tool. 

 These kinds of studies are clearly explanatory in nature 

as their objective is an enhanced understanding of the work-

ings of the phenomena being studied. We thus argue that 

numerical models of the atmosphere have both predictive 

and explanatory value. 

 While the foregoing discussion has drawn its material 

solely from atmospheric numerical modelling, the conclu-

sion that those models can have both predictive and explana-

tory value is not limited to atmospheric numerical models. 

By analogy, process-based numerical models of any envi-

ronmental system or phenomenon could have predictive and 

explanatory value. 

INFLUENCE OF THE ORESKES ET AL. PAPER ON 
ATMOSPHERIC MODELLING 

 A search for citations of OSFB94 using the ISI Web of 

Science facility reveals more than 599 citations since publi-

cation, with citations appearing in papers published in a wide 

range of journals, including most of the major environ-

mental, atmospheric science, management science, hydro-

logical and ecological journals. The mean citation rate of 46 

papers per year appears to continue without decrease. 

Clearly, scientists employing numerical models of natural 

systems see the need to take into consideration conceptual 

criteria surrounding the evaluation of those models, and this 

is expressed in their frequent citation of OSFB94. Numerical 

models are widely used in atmospheric science, and substan-

tial effort is put into the evaluation of such models. Because 

OSFB94 deals with numerical models of natural systems, 

and is widely quoted, it seems worthwhile to ask how 

OSFB94 has influenced the way atmospheric numerical 

models have been evaluated. 

 An examination of all papers reporting on atmospheric 

science, and citing OSFB94 reveals a rather disturbing fea-

ture among a subset of these works. Papers in this category 

are: Alapaty et al. (1995) [22], Dennis et al. (1996) [23], 

Grassi et al. (2002) [24], Hanna et al. (1996) [25], Huebert et 

al. (2001) [26], Kambezidis and Psiloglou (1995) [27], Katz 

(2002) [28], Pinty et al. (2001) [29] and Roselle and Schere 

[30]. In these papers, the impossibility of validating a model 

serves to inhibit a full model evaluation. In most of these 

papers, reference to OSFB94 is made in passing, without 

referring specifically to their ideas. An example of this sort 

of citation is: “As a recent review critically demonstrates [2], 

a numerical model cannot, by its very essence, be validated 

or verified. So we will use here the more acceptable term 

“performance assessment”.”. Rather more reassuring is that 

some atmospheric modelers [1, 17, 31-33] have taken seri-

ously the cautions offered by OSFB94, and have incorpo-

rated their cautionary ideas into work on atmospheric model-

ing. It is notable that these works are generally non-technical 

in the sense that they offer analyses of the practice of model 

evaluation, rather than explicitly modifying their approach to 

model evaluation in response to OSFB94. More encouraging 

is the substantial body of work by non-atmospheric scientists 

who take seriously the cautions offered by OSFB94, and 

engage in often far-reaching examination of modeling, 

model evaluation, and the utility of models in their respec-

tive sciences. This is particularly evident in ecology and hy-

drology. Papers in this category are: [9, 34 -42]. Of particu-

lar note is the searching analysis of Rykiel [4], who con-

cludes that models can be accepted as having utility, as a 

consequence of successfully passing predetermined evalua-

tion criteria, but that the criteria, and therefore acceptance 

are relative to the context in which models are to be used. 

This matter will be returned to later in this paper. 

 A third category of papers referring to OSFB94 is those 

written by social scientists, philosophers of science and ana-

lysts of scientific practice. These range in position from 

fairly strong relativist analyses which present arguments that 

numerical models of natural systems have very limited pre-

dictive value, to arguments that numerical models of natural 

systems can have utility if treated appropriately. Papers in 

this category are: [8, 44 -48]. Most interesting is the work of 

Konikow and Bredehoeft [43] which, while predating 

OSFB94, provides very carefully considered arguments that 

models cannot be validated rigorously, but do have consider-

able explanatory value. They take a strongly practical ap-

proach to the use of models for predictive purposes, arguing 

that while models can have predictive value, caution must be 

exercised in using them in this way. Particularly interesting 

are Kleindorfer et al. (1998) [8] who argue that OSFB94 

contains elements of an intermediate position, between the 

two extremes characterized earlier. They argue that both 

extremes allow modellers to avoid their responsibility for 

model evaluation, and urge that modellers not be allowed to 

escape this requirement. A rather smaller group of papers 

referring to OSFB94 takes strong exception to the idea that 

numerical models have limited predictive value - clear ex-

amples of the realist position. Papers in this category are: 

Roache (1998) [3], Spear (1997 [49]), Oberkampf and Tru-

cano (2002) [45] and Saltelli and Scott (1997) [50]. 

 From the foregoing, it is clear that, in spite of being fre-

quently cited, OSFB94 has had relatively little positive effect 

on the practice of numerical model evaluation in the atmos-

pheric sciences. In a few cases, it appears to have inhibited a 

thorough model evaluation, or to have resulted in a less than 

critical model evaluation. These outcomes have happened in 

spite of warnings put forward by OSFB94. We believe this 

development occurred chiefly because a cursory reading of 

OSFB94 will give the impression that, since models cannot 

be validated, all model evaluation exercises must fail, and 

therefore need not be pursued with great diligence. Sadly, 

citation of OSFB94 in work that evaluates environmental 

models of natural systems has become almost obligatory, but 

of no identifiable positive effect. Atmospheric modellers, 

because of their frequent use of numerical models often use 

OSFB94 as a “throw-away” citation. By contrast, many writ-

ers in non-atmospheric sciences have been inspired by 

OSFB94 to engage in careful and often important considera-

tions of the meaning and evaluation of models. We believe 

that atmospheric modellers should be similarly inspired. 
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A GENERALIZED APPROACH TO MODEL 
EVALUATION 

 We are in full accord with the contention of OSFB94 that 

numerical models of natural phenomena cannot be validated, 

in the sense of being proved true in the most rigorous scien-

tific sense. It is also evident that, even if the output of a 

model corresponds exactly to the behaviour of the phenome-

non being modeled, we can never know with certainty which 

terms correspond to which particular process and why. How-

ever, we assert that such models can have predictive- as well 

as explanatory value and that this value can and must be 

demonstrated in model evaluation exercises comparing 

model results and/or output with observations. In this regard, 

several extremely important strategic questions surrounding 

atmospheric model evaluation need urgent consideration and 

are outlined in the following sections. 

Establishing Model Utility 

 The utility (either predictive or explanatory) of a model 

and its output cannot be established on an all-or-nothing ba-

sis. That is to say, the aforementioned properties of atmos-

pheric numerical models as being essentially imperfect 

automatically imply the existence of a range of utility values. 

It is possible to establish that a model has some utility, and 

that the degree of utility can be measured by a continuous 

(ratio) variable. However, it also seems unlikely that the 

resolution in model utility afforded by a continuous variable 

is relevant, and that an interval (or even ordinal) measure of 

model utility is more appropriate. Atmospheric modellers 

implicitly recognize the appropriateness of an ordinal scale 

when they perform model evaluation based on statistical 

measures of model agreement with data, and then declare the 

agreement between model and observations to be “good”, or 

“acceptable”, or “adequate”, or sometimes “poor”. If agree-

ment is “unacceptable”, or “poor”, researchers understand 

that either further work must be done on the model in order 

to improve the agreement or the model must be abandoned in 

favour of a better one. Statements using these value-laden 

terms are not particularly useful since the terms are too 

flexible to be meaningful. Having accepted that models can 

have utility, and that an all-or-nothing acceptance criterion is 

meaningless, we have no choice but to develop a formally 

defined, interval (or ordinal) scale of model utility. The pur-

pose of model evaluation exercises should be to determine 

the position of models and their output on this scale. Nu-

merical models of the Environmnetal phenomena and proc-

esses exist for a wide range of scales (micro-, meso-, synop-

tic- or global-scale), and are used in widely differing applica-

tions (from purely scientific investigations to public policy 

making). Since most processes in the atmosphere are scale-

dependent, it would be very surprising if criteria for evaluat-

ing atmospheric models were not also scale dependent. It 

seems inevitable therefore that the utility scale must be rela-

tive to the dynamical/physical scale of the model. Both 

Hogrefe et al. (2001) [51] and Beven (2002) [9] provide 

strong arguments that this should be the case. 

 

 

Establishing Model Success 

 It seems obvious that before a model is run for a particu-

lar application, the criterion for success (position on the util-

ity scale) should be established as a prior condition. A-priori 

setting of the criterion (or criteria) is necessary since in the 

absence of the pre-established criterion, model evaluation 

might proceed in a gradualist way until, out of exhaustion (of 

funds, human energy or computer resources), the model is 

declared satisfactory. Once this is done, the model will be 

treated as valid, an attitude strongly at variance with argu-

ments put forth by OSFB94, and with our ideas. If the crite-

ria for success, on an established interval or ordinal scale are 

known beforehand, no gradualism can be tolerated. If suc-

cessful, the model success will always be judged relative to 

the position within the scale it was required to achieve. If the 

model cannot meet the specified criteria, it will not be 

judged invalid, but merely inappropriate for the purposes 

which resulted in the specified criteria being selected in the 

first instance. 

Different Evaluations for Different Models 

 While we have viewed models used for explanatory or 

predictive purposes as quite separate, a more careful consid-

eration leads to the conclusion that they are quite closely 

linked, as demonstrated by Tribbia and Anthes (1987) [10]. 

It does however seem reasonable that evaluation require-

ments for explanatory uses of numerical models will be dif-

ferent than those for predictive models. This should be so 

since the explanatory use of models requires that the rela-

tionships between process parameters in the model match 

those in observations, thus allowing dynamic or thermody-

namic analyses. By contrast, a predictive model will be 

judged to have utility if the temporal evolution of chosen 

variables (the forecast variables) corresponds to those that 

actually occur. That this judgment can only be made after the 

fact does not alter the nature of model evaluation, which 

supports it. That a conceptual model may be wrong (and 

known to be so), while still being sufficiently realistic for 

certain restricted purposes is argued by Beven (2002) [9]. It 

is thus entirely possible that an atmospheric model may be 

demonstrably unacceptable at a process (explanatory) level, 

but still produce acceptably precise forecasts of a property 

such as surface temperature. In a similar way, but by differ-

ent logic, a model that performs unacceptably in a forecast-

ing context may have utility in a policy making realm. These 

and related considerations led Funtowicz and Ravetz [52] 

and Haag and Kaupenjohann [53] to define a post-normal 

science, in which issue-driven problems in the realm of pol-

icy-related research force us to use numerical models of 

natural systems in a context characterized by high uncer-

tainty, disputed values, high stakes and urgent decisions. 

What we argue therefore is that model evaluation criteria and 

possibly also model utility scale are most likely to be de-

pendent on the context in which they are to be applied. 
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Model Evaluation as a Continuous Process 

 Many of our ideas can be summarized in a simple dia-

gram (Fig. 1), which depicts either the development of a par-

ticular model, or the development of modeling capability for 

a particular atmospheric phenomenon. The figure contains an 

extension of the idea (captured in Fig. (1a)) that data and 

theory are inextricably bound in a circular relationship. All 

theories are based on data, and no data are collected without 

a theoretical antecedent. In Fig. (1b), we depict this circular 

process as occurring in an evolutionary way, and in order to 

bring it into the present context, replace “data” from Fig. 

(1a) with “observations”, and “theory” with “model”. We 

recognize that, in a formal sense, a model is not a theory, but 

that the relationship between observation and model ap-

proximates that between data and theory. Each arrow depicts 

a half cycle of either model runs or observational campaigns. 

In early stages, there is a relatively large variance between 

observations and model, represented by the horizontal sepa-

ration between O and M symbols. The horizontal dimension 

can be thought of as simply one component of a multi com-

ponent (multi variable) comparison between model and ob-

servation. The number of components will in general depend 

on the richness of the observational data, and the realism of 

the model. As the process of model evaluation and data col-

lection advances, represented by distance downward in the 

vertical direction, model-observation variance, ideally, de-

creases. Of course this is not necessarily always the case, and 

it may be that subsequent cycles result in no such decrease. It 

is also possible that additional observations will reveal sub-

stantial flaws in a model, thereby increasing the variance 

between model and observations. For simplicity we do not 

include these possibilities in the figure, which shows a 

monotonic decrease in variance between model and observa-

tions. What is most important is that on the long term, model 

and observations do converge, but never coincide com-

pletely, in recognition of the existence of measurement error 

in observations, of incomplete representivity (in both space 

and time), of observations and of conceptual, discretization, 

roundoff and parameterization errors in models. 

 The asymptote towards which model and observations 

tend is generally assumed to be not greatly distant from 

“truth”, though the distance can, in principle, never be 

known, as already pointed out. This is a reflection of our 

assertion that models can have both explanatory and predic-

tive value, but can never be treated as encompassing the en-

tire truth of a system. The five shaded vertical bands are in-

tended to represent the various criteria for model success 

described above. The multiplicity of such criteria is intended 

to indicate that model utility is to be judged relative to the 

context within which the model is being applied. It is then 

presumed that when the model-observation variance lies 

within a given band, the model can be judged to have utility 

for purposes associated with that band, in spite of residual 

model-observation variance. 

 The stage of evolution (roughly vertical distance down 

the figure) needed to achieve utility within each context is 

indicated by the vertical position at which the dashed lines 

cross the bands. We will not explicitly label the bands, but 

suggest that, working from the inner to outer bands, they 

represent: Explanatory uses within a scientific context; Pre-

dictive uses within a scientific context; Predictive uses 

within an engineering context; Predictive uses within a pol-

icy context. It appears that evaluation practices for models 

used in the policy realm are relatively relaxed, and that rela-

tively simple models are acceptable in this realm because 

model uncertainty is presumed to be small compared to un-

certainty about societal and economic matters. 

 

Fig. (1). A diagrammatic representation of (a) The circular relation-

ship between data and theory, and (b) of the evaluation of model 

(M) against data (D). The dashed line represents the narrowing 

envelope of model (M) - observation (O) variance, and the shaded 

zones represent various criteria for model success. Darker shades 
indicate more stringent criteria. 

 What we suggest here is a set of starting points for devis-

ing a reformed approach to model evaluation. Many opera-

tional, technical and statistical details remain to be estab-

lished. We believe that an approach such as the one we sug-

gest here will place model evaluation practices in a logically 

more defensible position, and thereby make models more 

valuable tools in both scientific and public policy-making 

realms, as well as result in that value achieving proper rec-

ognition. 

CONCLUSION 

 We review the nature of atmospheric models and con-

clude that such models can be used in both predictive and 

explanatory modes, and that they can be shown to have util-

ity in the predictive mode. From our consideration of the 

evaluation of atmospheric numerical models, we conclude 
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that the perspective on numerical models of natural systems 

provided by OSFB94 has had no particularly positive influ-

ence on the practice of evaluation, and that, in some cases, 

has had a mildly negative influence. 

 Based on these considerations we recommend that at-

mospheric modellers develop a formally defined, semi-

quantitative scale of model utility in order to express the 

level of predictive value inherent in their models. In any 

model application, we argue that the level of acceptable 

agreement between model and observations (on the scale of 

model utility) must be determined as the starting point of a 

model evaluation exercise. We argue that the scale of model 

utility will be contextually relative, and as a starting point, 

suggest there be different evaluation scales for explanatory 

and predictive purposes, and that model applications in sci-

entific and policy realms also be evaluated on different 

scales. By extension, we assert that these ideas apply to 

process-based numerical models of all environmental sys-

tems, though acknowledge that few such models are as richly 

developed as atmospheric numerical models. 
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