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Abstract. This paper establishes the massive data processing mathematical model and algorithm of cloud computing, and
the Hadoop distributed computing method is introduced to the database management system, to realize the automatic par-
tition database data and master-slave node set. The master-slave nodes distributed algorithm is complied by using the
MATLAB software realizing the data distributed computing function, and through the numerical simulation, we can com-
pute the data processing speed, transmission rate, capacity and other system parameters. Compared with the Hadoop dis-
tributed processing algorithms and two kinds of traditional data processing algorithm, we can find that the data processing

speed of Hadoop distributed computing algorithm is faster than the general algorithm, the amount of information storage,

information transmission speed, which can satisfy the need of high data processing.
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1. INTRODUCTION

With the development of computer internet communica-
tion computing, communication system needs to deal with a
very large data. For the massive data processing, the server
will consume a large amount of computer resources, and
many traditional computing platforms cannot complete the
mass data processing [1,2]. Combined with the calculation
function of Hadoop distributed, a cloud computing data pro-
cessing platform of high-speed processing mass data is de-
signed by using cloud computing and cloud storage technol-
ogy [3]. At the same time, combined with master-slave
nodes automatic assignment, the platform uses the automati-
cally partitioned database to realize a high data capacity and
transmission speed data processing, which provides a new
scheme for the massive data processing algorithms and data
communication technology.

2. OVERVIEW OF HADOOP CLOUD PLATFORM
DATABASE MASSIVE DATA PROCESSING AND
MINING METHODS

The evolution process of the personalized internet causes
a massive data, and the traditional single super server in the
face of massive data has gradually fallen short, so the pro-
cessing massive data has become a thorny problem [4]. The
characteristics of open source Hadoop cloud platform devel-
oped by Apache foundation research brings endless possi-
bilities for the huge amount of data processing methods, this
paper uses the Hadoop data processing platform and
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combines with distributed data processing algorithm to es-
tablish the massive database processing data platform, the
main structure is shown in Fig. (1).

Fig. (1) shows the schematic diagram of Hadoop massive
data processing, it can be seen from the chart that the data
processing of massive data Hadoop mainly consists alloca-
tion computing algorithm design and master-slave distribut-
ed, these two techniques can successfully achieve high speed
processing of massive database data.
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Fig. (1). Hadoop massive data processing.
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Fig. (2). Massive data cloud processing Hadoop platform.

3. DESIGN OF DATABASE MASSIVE DATA PRO-
CESSING AND DATA MINING MATHEMATICAL
MODEL

Massive image processing belongs to a large image data
processing, and it not only has rather high processing re-
quirements, but also is very harsh on the storage space re-
quirements, if we use the general storage space, it is in diffi-
cult to meet the image processing capacity requirements [5,
6]. This paper adopts Hadoop distributed processing algo-
rithm, the data space is partitioned to realize high-speed
mass data processing. The database the data is divided into

[w,w,,], the establishment of two-dimensional database

Hadoop data processing function is shown in formula (1).

M(m,n)=x +x,m+xn+x,mn

6]
N(m,n)=y, +y,m+yn+ymn
Assumed that memory allocation value is
E"=[E,E,.E,E,]| 2

Then formula (1) and formula (2) can be written in ma-
trix form:

e(m,n)=ox . (3)

Among them,
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For each storage node, it is

Z=7R. %)
Assuming the generalized coordinate R is

F=H"x. 6)

We can get the distributed node calculation formula that
is

Reduce

X(x,y)=a(x,y)X . (7)

In order to realize the cloud computing and distributed
computing, the master-slave nodes’ distributed computing
program is set by using MATLAB software, the main proce-
dures are as follows [7]:

function dy=vdp100000(t,y)
dy=zeros(2,1);

dy(1)=y(2);
dy(2)=1000%(1-y(1)"2)*y(2)-y(1);
t0=0, tf=8000

t0=0, tf=8000

function dy=rigid(t,y)
dy=zeros(3,1);

dy(1)=y(2)*y(3);
dy(2)=-y(1)*y(3);

dy(3)=-0. 51*y(1)*y(2);

t0=0, tf=12

[T,Y]=ode45('rigid',[0 12],[0 1 1]);
plot(T,Y(:,1),-, T,Y(:,2),"*" T,Y(:,3),+)

4. DESIGN OF HADOOP CLOUD PLATFORM DA-
TABASE MASSIVE DATA PROCESSING SYSTEM

In order to verify the validity and reliability of massive
data processing mathematical model and the algorithm in
second section, this paper uses MATLAB software to carry
on simulation for the massive data processing, and designs
the Hadoop cloud data processing platform, in which the
main platform frame is shown in Fig. (2).

As shown in Fig. (2), the Hadoop cloud computing plat-
form is mainly composed of three technologies, including
distributed parallel computing framework MapReduce,
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Fig. (3). The schematic diagram of Hadoop master node design.
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Fig. (4). The schematic diagram of Hadoop slave node design.
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Fig. (5). The schematic diagram of Hadoop and Hbase running.

distributed database system HDFS and distributed file sys-
tem Hbase.

As shown in Fig. (3), the master-slave node design is the
main calculation mode of Hadoop implementation distribut-
ed computing and data storage, which has a master node and
multiple slave nodes in each database cluster, and the master
node running daemon includes NameNode, Secondary
NameNode and JobTracker.

As shown in Fig. (4), there are many salvee nodes in the
Hadoop massive data cloud processing system, which can
realize the data distributed processing function [8]. In the
slave node running, the daemon is DataNode and Task-
Tracker.

Fig. (5) shows the Hadoop and HBase run simultaneous-
ly, it can layout Hbase information and data partition, this
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Fig. (6). Master node opening.
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Fig. (7). The massive data processing computing time simulation curve.

paper uses the browser Web log to deal with massive data,
the master node opening is shown in Fig. (6).

Fig. (6) shows the schematic diagram Master node open-
ing, it is the key of implementing Hadoop database massive
data processing [9,10]. In order to verify the validity and
reliability of the system, this paper goes through simulation
that can obtain the calculation performance table as shown in
Table 1.

Table 1 shows the simulation parameters of the cloud
massive data processing Hadoop platform [11]. It can be
seen from the table that Hadoop data processing calculation
can achieve a higher level, in which the minimum value of
data calculation is 0.001Mb/s, the information capacity of
the minimum value is 100Gb and the speed is 1800 frames
/s, they all meet the needs of design.

In order to compare different algorithms on the processing
effect of the massive data, this paper selects two kinds of tradi-
tional algorithm and Hadoop cloud processing algorithm to
carry on comparison, the amount of data is from the initial
dozens of million to several hundreds of megabytes [12, 13].
As shown in Fig. (7), the MATLAB numerical simulation
calculation can be found that the computing speed of Hadoop
cloud processing computing platform is significantly higher
than two traditional algorithms, especially when the data

is reached 105 level, data processing speed will be faster, it
can save several times data processing time, which is a kind
of high efficient data processing algorithms.

Table 1. The massive data processing cloud platform simula-
tion parameters.

Main Simulation Parameters Numerical
Calculated data Min (Mb/s) 0.001
Calculated data Max (Mb/s) 0.01
Information capacity Min (Gb) 100
Information capacity Max (Gb) 100000
Speed (frame /s) 1800

5. SUMMARY

Massive image processing technology requires very high
for the processor and memory, which need to adopt high
performance processor and large capacity memory, because



Research on Database Massive Data Processing

the traditional single or single core processing and ordinary
memory already can not satisfy the need of image pro-
cessing. In this paper, cloud computing function is intro-
duced to mass data processing system, and then through the
Hadoop distributed computing function, combined with the
automatic distribution method of master slave node, the high
speed data processing can be realized. Finally, compared
with the Hadoop distributed processing algorithms and two
kinds of traditional data processing algorithms, the data pro-
cessing speed of Hadoop distributed algorithms is faster and
its information capacity is also higher, it is a massive data
processing algorithm, which provides a new method for the
study of large data, high capacity and high transmission rate
data treatment scheme.
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