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Abstract: Sensor applications in medical instrumentation measurement are very extensive, but mostly the input and out-
put of the sensor is nonlinear, which brings a great inconvenience for the measure of medical instruments. This paper in-
troduces biological immune system on the basis of the evolution planning, thereby forming immunization programs to use 
non-linear calibration of the sensor. This method joins nonlinear correction links after sensor amplification and A/D con-
verter links and uses the immunization program to obtain the polynomial coefficients of the nonlinear correction link. 
Simulations show that using immunization programs to have non-linear calibration to sensor, gives high correction accu-
racy, faster convergence speed and very good stability. 
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1. INTRODUCTION 

Sensor [1] is a device which can convert measurement in-
to the power output. Sensor plays an important role in the 
development of medical instruments and medical experi-
ments. In the ideal state, there is a linear relationship be-
tween the input and output of the sensor, by measuring the 
amount of the output, we can find the input size. However, in 
practical applications, most of the relationship between sen-
sor output and input is non-linear. To solve this problem, 
people use many methods to correct the non-linearity of sen-
sor. However, these corrective methods at this stage exist 
with defects such as high cost, poor accuracy and poor sta-
bility [2, 3]. 

Evolutionary Programming [4] which is an evolutionary 
algorithm originated in the 1960s is a random search algorithm 
obtained by simulating the process of natural evolution. In 
evolutionary plan, use of the cross and reorganization operator 
is not recommended, which can reflect the individual interplay. 
However, only use of mutation operator such as Gaussian mu-
tation operator is suggested in most cases, because its algo-
rithm is simple. Mutation operator can modify an individual 
with a certain probability, but maybe the mutation individual 
is not suitable as a parent, which can be concluded as there 
being a degradation. All practical problems themselves have 
certain characteristics, using these features it will improve 
solving speed, but evolutionary programming doesn’t take 
advantage of these features. The two points above influence 
the running speed of the algorithm. The ability to maintain 
evolutionary programming solutions group diversity is insuffi-
cient, and easy to premature convergence [5]. 

Biological immune system [6] is an important system of 
the body to perform an immune response and immune  
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function, it can recognize self and others and rapidly remove 
and eliminate foreign bodies to ensure the safety of the body. 
Biological immune system has functions of producing a va-
riety of antibodies, self-regulation and immune memory. The 
idea of this system’s work is applied in engineering practice, 
such as the attitude control of satellite; for more details refer 
to the literature [7]. Diagnosis of RNA-based viruses some-
times needs the help of nonlinear correction [8], so the 
method must undergo further research to find more benefits 
for the development of the society. 

Apply the mechanism of biological immune system to 
evolutionary programming algorithm by drawing the ability 
of immune system to produce and maintain the diversity of 
antibodies and self-regulation. In the overall framework of 
evolutionary algorithms, immune mechanism is introduced 
to form immunization program (referred to as IP). This paper 
studies the application of the immunization program to solve 
non-linear calibration of sensor system. Experimental results 
show that application of the immunization program for non-
linear calibration can not only improve the correction accu-
racy, but also greatly improve the speed and stability. 

2. CORRECTION MODEL 

The correction model is shown in Fig. (1). 
In Fig. (1), X is the measured variable as the input signal 

of the sensor. After the sensor, X becomes a non-linear out-
put signal, then after amplification and A/D converter links, 
the output becomes Y, which is also non-linear with X, final-
ly after IP correction, Z becomes the output.  

IP correction mainly performs data processing and non-
linear correction to make sure that the relationship between 
the final output Z and input of sensor X is linear.  
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Given the relationship between Y and X is:
  
Y = f ( X )  ，

that between Z and Y is:
  
Z = g(Y )  , if

  
g(Y ) = f !1(Y )  , then 

  
Z = g(Y ) = f !1(Y ) = X   (1) 

As we can see, the whole circuit output Z and its input X 
is equal, which is certainly linear, namely, non-linear correc-
tion succeeds. The purpose of this paper is to use IP to seek 
correction link

  
Z = g(Y ) , namely, 

  
Z = f !1(Y ) . 

The variable Z can be expressed as: 

  
Z = f !1(Y ) = a

0
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the value of n is determined by required accuracy. In this 
paper, n=3, namely 
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Where, 
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when coefficients in (3) are determined, the correction link

  
Z = f !1(Y )  is also determined. 

3. STEPS OF USİNG IP TO İMPLEMENT NON-
LİNEARİTY CORRECTİON OF SENSOR 

By applying the mechanism of biological immune system 
to evolutionary programming algorithms, immunization pro-
grams are formed. IP flow chart is shown in Fig. (2). 

The steps of using IP to solve the nonlinear correction 
problem of sensor system are as follows: 

 
Fig. (1). Correction model. 
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Fig. (2). IP flow chart. 
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(1) Recognition of antigen is the problem to be solved. 
Recognition of antigen is to find the objective function cor-
responding to the problem. In this paper, the objective func-
tion of sensor nonlinearity correction is: 

  

f
1
(x) = (Z ! X )2

i=1

n

" = a
0
+ a

1
Y + a

2
Y 2

+ a
3
Y 3

! X( )
2

i=1

n

"
 

(4) 

(2) The initial production of antibodies. We can use 
computer to randomly produce N+m individuals as the initial 
population and put m individuals into memory bank. 

(3) Individual fitness calculation. Individual fitness is de-
termined by the following formula: 
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(4) Gaussian mutation. Gauss mutation operator is mostly 
used in IP. In the process of mutation, calculate linear square 
root of each individual fitness function value to obtain the 
standard deviation of individual variation, each component 
plus a random obeying lognormal. 

Given X is individual, ! is the standard deviation of 
Gaussian mutation. Chromosomal individual has L gene lo-
cations. Then, 

  
X ,!( ) = x

1
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mutation, 
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Where, 

  
! (t +1) = "F( X (t))+ #  

 
(7) 

Where,  denotes random variables whose 
mean is 0 and variance is ,  indicates the 
fitness of current individual, 

!
! ""  is coefficient to be deter-

mined, usually, the value of 
!
! "#$"  is 1 and 0 respectiively. 

(5) Calculation of antibody affinity and concentration. 
The computing object of the N new individuals of Gaussian 
mutation, and m individuals in memory bank. 

Affinity of the antibody and antigen.  
We can regard the affinity of the antibody and antigen as 

the match degree between the objective function and feasible 
solution, which can be regarded as individual fitness here. 
The affinity function in this paper is: 
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 means the affinities between antibody and antigen. 

Affinity of the antibody and antibody. 
Affinity of the antibody and antibody is the similarity de-

gree between antibodies [6]. In this paper, we define the af-
finity between antibody x and antibody y as: 

,
,( ) x y
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Where,  is the same gene location between antibody 
x and antibody y, L is the length of antibody x and y. 

We define the concentration of the antibody as: 
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N is total antibodies in population. When 
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in advance. VC  represents the proportion of similar antibod-
ies in population. 

(6) Conditions judge. Determine whether the termination 
condition is satisfied. Yes means end of the output, other-
wise, continue. 

(7) The formation of a new parent population. The for-
mation of a new parent is based on an individual breeding 
expected probability. Simplified desired individual probabil-
ity propagation can be calculated [9] as: 

  

P =
( A

g
)

k

C
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(11) 

As is seen, is higher, P is bigger. CV is bigger, P is 
smaller. Namely, we hope for the high-fitness and low-
concentration individual to breed to maintain the diversity of 
population. 

(8) New antibodies production. In accordance with the 
roulette wheel selection mechanism to make selection opera-
tion, the selected probability of an individual is the individu-
al desired reproduction with formula (11) to calculate. 

(9) Turn to step (3) 

4. ANALYSIS OF CASE 

In order to verify the nature of the proposed method, we 
have done a lot in the MATLAB simulation. The input and 
output data is from concentration sensor in [10]. The variable 
f in Table 1 means the output of sensor; Cp means the input 
of the sensor. 

))1(,0( +tN σ
)1( +tσ ))(( tXF
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Table 1. Sensor output F and corresponding actual input concentration value Cp. 

F (HZ) 250 500 750 1000 1250 1500 1750 2000 

Cp (%) 5.06 4.32 3.68 3.37 2.77 2.36 2.24 2.09 
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From the table, it is shown the relationship between the 
output f and corresponding practical input s concentration 
value Cp is non-linear. Here, we must add non-linear correc-
tion link in the output of the sensor, so that there is a linear 
relationship between the final output and input. 

Correction link 
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Where, fmax=2500 HZ, 
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3  are coefficients to be 
determined. The paper uses IP to determine the polynomial 
coefficients of non-linear correction link. We take iterations 
as100, the median of 

  
a

0
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3
 is 20, individual number is 

50, and memory bank is 10. 

Operate IP and the results can be seen as follows: 
Fig. (3) shows the actual input concentration and contrast 

value of IP fitting curve. Circles represent the actual output 
frequency corresponding to the actual input concentration. 
The solid line represents the output of the non-corrected link 
corresponding to the actual input frequency in non-linear 
correction link as shown by Fig. (3): corresponding to the 
same frequency, the actual value of the input density and the 
output value after non-linear correction is essentially the 
same, namely, the input and output of the entire concentra-
tion sensor system is substantially the same, in order to 
achieve the linear output and a non-linear calibration of con-
centration sensor. 

Fig. (4) is the optimal solution change figure of using IP 
for nonlinear correction after 100 iterations, the horizontal 
axis represents the evolution generation, and the vertical axis 
represents the objective function value. The smaller the tar-
get function value, the better the non-linear correction. As 

 

Fig. (3). Actual value and ip fitting curve. 

 
Fig. (4). The optimal value change after 100 iterations. 
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we can see, population converges to the minimum after 58 
evolve generation. The minimum value of the objective 
function is 0.0635 and available coefficients to be deter-
mined are 
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With examples of the analysis, it can be seen that the use 
of IP for non-linear correction of sensor, the input and output 
of an entire concentration sensor is basically the same and 
objective function value may reach 0.0635, indicating that 
this correction method has a higher precision accuracy. In 
addition, curve converges can also be seen to the minimum 
of the objective function after 58 generation, indicating that 
this correction method has a faster convergence rate. Run-
ning the program 100 times, 99% can converge to the mini-
mum value of the objective function, indicating that this cor-
rection method has a very good stability. 

CONCLUSION 

As the core component of medical measurements, the ac-
curacy and stability of sensor will directly affect the accura-
cy and stability of the entire medical measurements. Since 
most sensors’s input and output consists non-linear charac-
teristics, therefore they bring much inconvenience to the 
medical equipment measuring. This paper introduces the 
biological immune system based evolutionary programming, 
thus forming immunization programs, after amplifying cir-
cuit and A/D converter circuit, non-linearity correction link 
is introduced, and use the immunization program to obtain 
non-linear calibration coefficients of the polynomial links. 
Thus, we can conclude that the relationship between output 
and input is linear, i.e., we will achieve non-linear calibration 
of sensor. Finally, we use the IP to obtain a non-linear cali-
bration of concentration sensor in the literature [8]. Practice 

shows that the use of IP for non-linear calibration has a high 
calibration accuracy, faster convergence rate and very good 
stability. 
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