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Abstract: In this paper, we propose an improved packet loss concealment (PLC) algorithm for ACELP-based speech 
coders in order to improve the quality of decoded speech at the receiver. Conventional receiver-based PLC algorithms in 
the AMR-WB+ speech codec are usually based on speech correlations to reconstruct the decoded speech of the lost 
frames by using parameter information obtained from the previous or adjacent correctly received frames. However, this 
approach has difficulties in reconstructing accurate voice signals when consecutive packet loss and bursts of packet loss 
occur. Thus, we propose a new PLC approach based on data-driven principle to recover the Immittance Spectral Frequen-
cy (ISF) coefficients of lost packet, referring to pitch period parameters of adjacent correctly received voice packets. The 
proposed PLC algorithm is designed for ACELP-based audio codec. We make the performance comparison between the 
data-driven method and the PLC algorithm currently employed in AMR-WB+ speech codec through the PESQ objective 
evaluation test and MOS subjective evaluation test. The results prove that our algorithm can achieve better speech recov-
ery quality than original PLC algorithm employed in AMR-WB+ speech codec.  
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1. INTRODUCTION 

VoIP (Voice over Internet Protocol) is a recently emerg-
ing technology in the area of voice communications. As 
more and more cell phone users are taking advantage of mo-
bile VoIP services, the markets of VoIP-based communica-
tion systems and consumer electronics grows dramatically. 
Unfortunately, it is a major challenge that VoIP has not yet 
provided toll-quality voice over the networks [1, 2]. A num-
ber of factors may affect the service quality of VoIP, such as 
packet loss, packet delay, and jitter [3, 4]. Considerable ef-
forts have been made within different layers of current 
communication systems to reduce delay, smooth jitters and 
recover loss. We focus on the work that enhances VoIP 
speech quality at the receiver of a mobile Internet phone. 

For concealing packet loss or recovering lost packets at 
the receiver, several methods have been developed. These 
methods can be roughly divided into several categories: In 
“waveform substitution” method, the missing frames are 
replaced by the other already-received frame using pitch 
replication [5, 6], pattern matching [7, 8] and “model-based 
repetition” .Among these, the model parameters of the previ-
ously received signals are extrapolated or interpolated, which 
leads to the recovery of the lost signal part [9-12]. Gün-
düzhan et al. proposed a linear prediction (LP)-based packet 
loss concealment (PLC) to construct the excitation signal for 
the autoregressive model of the missing segment by repeat-
ing the excitation signal of the previously received  
 
 

speech with a periodicity equal to the pitch period [9]. Wong 
et al. proposed to classify the missing segment into voiced, 
unvoiced, or partially voiced types, and then construct the 
excitation signal correspondingly [13]. More recently, PLC 
method based on a hidden Markov model was proposed [14]. 
Miralavi et al. proposed a state-space-based method, which 
uses a Kalman filter and an estimated excitation signal to 
predict and estimate the speech signal [15]. 

Model-based PLC algorithms effectively improve the 
quality of the reconstructed speech in voice over packet net-
works. However, consecutive reconstructed speech is sensi-
tive to pitch estimation errors, such as doubling or halving 
periods and do not offer natural sound. Therefore, accurate 
pitch estimates are needed for generating model-based syn-
thesized speech and gradual muting for the duration of the 
loss period. 

In the paper, we propose an efficient receiver-based en-
hancing method of VoIP speech quality. The important func-
tionality to be implemented at the receiver is PLC scheme 
using the effective prediction model based on the variety 
trend of pitch period parameters of good speech packets to 
predicate the ISF parameters of the lost signal packets. 

2. PLC SCHEME IN AMR-WB+ 

AMR-WB+ speech codec is based on the ACELP (Alge-
braic Code-Excited Liner Prediction) mode. The speech cod-
ing characteristic parameters are pitch period parameter, ISF 
coefficients, and etc. The pitch period parameter and ISF 
spectrum coefficients play an important role in speech signal 
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recovery. We then introduce the recovery method of the two 
parameters. 

2.1. Recovery of Pitch Period Parameter 

The method of recovery of the pitch period parameter in 
AMR-WB+ encoder is divided into two parts: the error de-
tection unit and the error concealment unit. The error con-
cealment unit utilizes the state transition machine to transit 
among seven states, and there are twenty-six different kinds 
of pattern sets. The decoder needs to restore and recover the 
pattern sets of the lost frames from the pattern sets of correct 
received ones. When the lost frame is with the type of 
ACELP, the pitch period parameter is reconstructed by the 
following algorithm 1. 

Algorithm 1 Recovery of The Pitch Period 
1: Input:bfi  
2: Output: T0, T0_frac 
3: If (bfi) Then  
4: old_T0_frac  old_T0_frac + 1; 
5: If (old_T0_frac > 3) Then 
6: old_T0_frac  old_T0_frac-4; 
7: old_T0  old_T0+1; 
8: End If 
9: If (old_T0 >= PIT_MAX) Then 
10: old_T0  PIT_MAX-5; 
11: End If 
12: T0 old_T0;  
13: T0_frac  old_T0_frac; 
The definition of parameters in algorithm 1 is described 

as follows: 

bfi—the flag of error frame, T0—the integer part of the 
reconstructed pitch period, T0_frac—the fractional part of 
the reconstructed pitch period, old_T0—the integer part of 
the pitch period of the previous frame, old_T0_frac—the 
fractional part of the pitch period of the previous frame, 
PIT_MAX—the upper limit of the pitch period. 

The defects of recovery method with the pitch period pa-
rameter in AMR-WB+ codec are that the pitch delay in-
creases 1/4 sample at each time. The step size is too small to 
curb excessive cyclical effect, so that the accumulation error 
increases even with the successive lost frames. 

2.2. Recovery of ISF Coefficients 

ISF coefficients used in AMR-WB + speech coder are of 
the 16-order. When the frame errors occur, AMR WB+ voice 
decoder obtains ISF spectrum coefficients of the error frame 
by shifting the coefficients of previous frames to adaptive 
mean value of ISF spectrum coefficients. The value can be 
calculated through the Formula (1). 
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Where, i is from 0 to 15, α= 0.9, represents the value of 
ISF vector of current frame, 
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 Where, the range of i values from 0 to 15, β=0.25, 
represents the long term average constant  

vector of ISF vector, represents the averaged value of ISF 
vector of three consecutive good frames, which can be 
calculated by Formula (3). 
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The drawbacks of the recovery method with ISF 
spectrum coefficients are analized as follows: 

(1) The severity of the bad frames is not considered. 
When consecutive bad frames occur, the correlations 
between the adjacent good frames and the bad frames will be 
vanished. 

(2) In fact, ISF coefficients of the adjacent good frames 
and the bad frames have more relevances than other good 
frames. We can ignore the other good frames to reduce the 
computational complexity. 

3. PROPOSED OPTIMAL METHOD 

3.1. Recovery of Pitch Period Parameter 

The algorithm in AMR-WB+ standard do not consider 
the type of the adjacent frames, we proposed a way to adap-
tively select the error hidden schemes by predicting the vari-
ation trend of the pitch period of adjacent frame. The idea of 
the algorithm is to maintain the pitch information of the good 
frame that is the one before the error frame. And then predict 
the trend of change with the pitch information. If pitch peri-
od increases, the pitch period of lost frame will also increase, 
and vice versa. The prediction process is shown in Fig. (1). 

We adopt a linear prediction model to predict pitch peri-
od of current loss of speech frames based on the variation 
trend. The model can be described as Formula (4). 

  
P

'
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Previous five correctly received pitch frames are used to 
predict pitch information of the current frame loss. The pre-
vious pitch value received correctly is denoted as P (k), the 
minimum mean square error criterion is used to estimate the 
parameters b and a. The Formula (5) is shown as follows. 
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The calculating results are shown as follows. 
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3.2. Recovery of ISF Coefficients 

SPSA (Simultaneous Perturbation Stochastic Approxima-
tion) is an online data-driven approach without a model pro-
posed by professor Spall in 1993 [16]. The data-driven 
method does not need to make modeling analysis of the con-

trol system but only needs to determine the control parame-
ters effectively by processing input and output data of closed 
loop. 

The data-driven approach can be used to recover the ISF 
coefficients. The principle of the method is to monitor a reli-
able speech frame parameter and then to predict whether the 
variation trend of the adjacent frames received are correctly. 
With the information achieved, then guide the error hidden 
process of the other speech frame parameters. The process 
can be described as in Fig. (2). 

The process of recovery of the ISF coefficients can be 
divided into three steps; State Classification, Model Training 
and Parameter Prediction. The prediction process can be 
described as shown in Fig. (3). 

The description of the three steps is shown as below: 
(1) State Classification: Before the processing of the 

speech signal, we need to sub-frame processing for the input 
code stream. Considering the differences of state transitions 
of different frames, the state needs to determine its transfer 
characteristics of each frame based on the properties of the 
speech. Before training the model, we can decide which 
frames are chosen for model training before the first M 
frames according to the prior knowledge. Prior knowledge is 
stored in a ROM table of decoder. 

(2) Model Training: Training the model utilizes the 
mono test sequences, including speech sequences, music 
sequences and mixed sequences. The linear regression model 
utilizes the data of the model training set with a prior 
knowledge, while training the selected parameters to make 
the minimum mean square error based on the minimum 
mean square error criterion. The parameter values obtained 
by training are stored in the ROM table of decoder. 

(3) Parameter Prediction: In the regression process, the 
decoder for ISF coefficients recovery of lost frames, received 
with reference to neighboring frames, to select the correct 
model parameter values from a ROM table. The model pa-
rameters are shown in Table I. 

The current ISF coefficients can be predicted by Formula 
(7). 
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Fig. (1). Flowchart of the prediction method. 
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Fig. (2). Flowchart of the data-driven method. 
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4. EXPERIMENTS AND RESULTS 

We made the experiments when compared with the orig-
inal frame loss recovery method employed in AMR-WB+ 
codec. In the experiments, we use the same group of test 
sequence, with different emergent loss circumstances. The 
data-driven method and original algorithm in AMR-WB+ 
codec were separated and used to decode and recover the lost 
data, and analyze the output sequence. Then the MOS sub-
jective evaluation method and PESQ objective evaluation 
method are used to evaluate the results of the redemptive 
audio sequences. 

The twelve test sequences were from MPEG standard test 
sequences, sampled at 16 kHz mono audio sequences. Cod-
ing mode selects the sample rate at 25.6 kHz, 12.0 kb/s bit 
rate, and uses only the ACELP coding mode. Fig. (4) is the 
performance comparison for data-drived algorithm and the 
original algorithm with the burst packet loss rate at 1%, 3%, 
5% and 10% with the PESQ evaluation method. 

From Fig. (4), we can see that PESQ scores of the pro-
posed algorithm are significantly higher than that of the orig-
inal algorithm in the majority of the test sequences for four 
kinds of burst packet loss rate. 

 
(a) Packet loss rate at 1% 

 
(b) Packet loss rate at 3% 

 
(c) Packet loss rate at 5% 
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Fig. (3). Flowchart of the prediction process. 

Table 1. Prediction model parameters. 
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(d)Packet loss rate at 10% 

Fig. (4). Performance comparison at different packet loss rate. 

 

 
(a) Packet loss rate at 1% 

 
(b) Packet loss rate at 3% 

 
(c) Packet loss rate at 5% 

 
(d)Packet loss rate at 10% 

Fig. (5). MOS sores at different packet loss rate. 

 
Ten testers that work actively in the domain of audio 

compression participated in the subjective test based on the 
proposed algorithm and the original algorithm. Test result is 
shown in Fig. (5). 

From the results, our algorithm achieves improvement at 
the low packet loss rate of 1% and 3% with the comparisons 
of conventional algorithm. In the high dropout rate at 5% 
and 10%, MOS scores changes in amplitude, some of subjec-
tive scores of the test sequence decline, but overall most im-
proved MOS scores. 

CONCLUSION 

In this paper, we proposed a new ACELP-based packet 
loss concealment method to recover the essential decoder 
parameters pitch period and ISF coefficients for lost packets. 
In particular, the introduction of data-driven control theory 
approach is used to restore ISF coefficients. Under multiple 
sound sources with different burst packet loss rate, our data-
driven method produce better decoded audio quality than 
conventional method employed in AMR-WB+ according to 
the test results of PESQ objective evaluation and MOS sub-
jective evaluation. The optimized packet loss concealment 
method can also be used in other ACELP-based audio codec 
to improve the decoded audio quality. Our future work in-
cludes the recovery of the fixed code book gain and the 
adaptive code book gain with reference to the data-driven 
method. Because of the importance of 3D audio coding in 
applications, the recovery of 3D audio signal processing pa-
rameters such as ILD, ITD, and IACC will also be included 
in follow-up study on PLC method for 3D stereo audio codec. 
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