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Abstract: Bridging virtualized environments with physical environments, virtual network plays an important role in 
Cloud Computing infrastructures. How to allocate physical resources for virtual nodes/links to construct virtual network is 
known as Virtual Network Embedding (VNE) problem. It is a crucial issue that draws wide attention. This paper surveys 
existing VNE methods and algorithms and how they work under different application scenarios. First, a survey of differ-
ent VNE objective metrics is presented; then several VNE algorithms are presented and categorized; finally, the perfor-
mance of different VNE solutions are compared and discussed. 
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1. INTRODUCTION 

Nowadays, more and more Cloud computing centers are 
facilitated with virtualization technologies. Virtualization 
technology has involved from OS virtualization (Virtual Ma-
chines, VM) to virtualization of distributed system compo-
nents, such as virtual cluster and virtual network. Network 
virtualization [1-3] plays an important role in bridging the 
virtual and physical infrastructures. Therefore, how to allo-
cate virtual resources onto physical recourses to construct the 
virtual network became a crucial issue that eventually de-
cides the resource utilization, throughput and energy con-
sumption of a Cloud Computing environment. 

Giving a Virtual Network Request, the allocation of a 
VN is not an easy task. How to match multiple VNs to a 
physical network [4-10], while satisfying the resource con-
straints is known as Virtual Network Embedding (VNE) 
problem [7, 8, 10-16], which is proved to be NP-complete 
[7]. Even if the locations of the virtual nodes are pre-
determined, embedding virtual links is still NP-hard [7]. 

Therefore, over the past decade, researchers have worked 
on approximate and heuristic algorithms [2, 4-13, 17-28, 31-
41] to solve the VNE problem for different objectives, such 
as load balance, energy efficiency, and high system through-
put, etc. 

This paper examines and presents taxonomy of the exist-
ing VNE algorithms, then discusses the performance and 
complexity of these algorithms to raise pending issues. 

The remainder is organized as follows: Section 2 reviews 
common VNE concepts and preliminaries of VNE problem;  
 
 

 

Section 3 introduces existing VNE solutions; Section 
4summaries VNE algorithms; Section 5 analyses the perfor-
mance and discusses some existing works; Section 6 raises 
pending issues and summarizes the paper to make conclu-
sions. 

2. CONCEPTS AND PRELIMINARIES 

2.1. Substrate or Virtual Network 

Substrate Network is usually denoted as a weighted undi-
rected graph in existing literatures [5-8]. 

   

GS = (N S , ES ,CS ,BWS )

c(n)!CS , "n!N S

bw(e)!BWS , "e!ES  
(1) 

  
N

S
 denotes the set of substrate nodes and 

  
E

S
is the set 

of substrate links. The notations SC and SBW  represent the 
constraint attributes of substrate nodes and links. The func-
tions c( )n and bw( )e return the attributes of a certain node and 
link. In Fig. (1), SN = {A,B,C,D,E,F,G}, SE ={(A,B), (A, C), 
(B,D), (C,D), (C,E), (C,F), (D,G), (E,F), (F,G)}. The number 
is the constraints of. 

SP  is defined as the set of all substrate loop-free paths. 

1 k( , )n nP  denotes a set of all the reachable paths from 1n to

kn In Fig. (1), (A,B)P ={ (A,B)p , (A,C,D,B)p , 
(A,C,E,F,G,D,B)p , (A,C,F,G,D,B)p }. bw(A,C,F,G,D,B) =5. 

Similar to the substrate network, the virtual network can 
also be denoted as a weighted undirected graph: 

   
GV = (NV , EV ,CV ,BWV )  (2) 

All virtual nodes and links are respectively associated 
with their capacity constraints. In Fig. (1), there are 2  
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VNs. VN 2 includes two virtual nodes( d , e ), and one virtual 
link. 

2.2. Virtual Network Embedding 

The VNE problem can be described as a mapping. 

    

MGV
: GV = (NV , EV ,CV ,BWV )!GS

'
= (N S

' ,PS

' ,CS

' ,BWS

' )

          NS

'
" NS , PS

'
" PS  

(3) 

The VNE problem can be divided into two parts: node 
mapping VΜN  and link mapping VΜE M( )  returns a sub-
strate node or path assigned to a virtual node or link. 

Node mapping: 

    

MNV
: (NV ,CV ) ! (N S

' , CS

' ),"n,ni ,nj #NV

$(n)#N S

' , c(n)#CS

' ,

$(ni ) =$(nj) and c(ni ) = c(nj), iff ni = nj.

  (4) 

Link mapping: 

   

! EV
: (EV , BWV

' )" (PS

' , BWS

' ),#e,ei ,ej $EV

!(e)$PS

' , bw(M(e))$BWS

' ,

!(ei ) =!(ej) and bw(M(ei )) = bw(M(ej)), iff ei = ej.  
(5) 

In Fig. (1)., node mapping includes Aa→ , Bb→ , 
Cc→ , Ed→  and Ge→ . Link mapping includes 

( , ) (A, B)a b → , ( , ) (A, C)a c → , ( , ) (B, D, C)b c →  and 
( , ) (E, G)d e → . 

2.3. Available Resources of Substrate Network 

In order to accept the subsequent VNR, the resource 
availability of substrate network needs to be periodically 

checked. resG denotes the available substrate resources for a 
substrate network. The available resources can be computed 
by the substrate resources minus the virtual resources. 

   
Gres = (Nres ,Eres ,Cres ,BWres),  (6) 

After the mapping in Fig. (1), the surplus resources are 
depicted by Fig. (2). The dashed line means that the band-
width is 0. 

3. VNE SOLUTIONS 

Since the VNE problem is proved to be NP-hard, over the 
past decade, most existing works are designed for certain 
scenario and objective. In this section, we introduce some 
typical solutions and evaluation metrics for VNE models. 

3.1. Importance of Substrate or Virtual Node 

Some heuristics [13, 28] have proposed a concept of im-
portance of the substrate node. The concept can utilize phys-
ical network’s topology to accelerate the mapping. 

Sometimes, researchers use the residual capability RC( )n  
to evaluate the importance of a node. In other cases, it can be 
given by combining residual resource of its adjacent nodes 
or all nodes. 

  

RC(n) = cres(n) bw res(e)
e!AdjE (n)

"
 

(7) 

  

Imp(n) = RC(n)+
RC(n ')

dis(n ', n) + 1
n '!AN (n)
n '"n

#
 

(8) 

  
AdjE(n)  denotes the adjacent links and nodes of n.

  
AN (n)  

represents all nodes or its adjacent nodes. dis( ', )n n  is de-
fined as the distance between n’ and n.  

Similar to the above, the importance of a virtual node is 
defined by its capability and the link’s importance is decided 
by its bandwidth. 

3.2. Load Balance 

Load balancing [32] aims to reduce the execution time of 
parallel jobs and improve system efficiency and QoS [24, 42, 
43]. Many existing methods balance the workload. 

 
Fig. (1). Virtual Network Mapping. 
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Fig. (2). Residual Network Resource of Fig. (1). 
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(1) The stress ratio of the maximum and average number 
of virtual nodes/links embedded to substrate node/link 
around the substrate network [6] is used as a metric to evalu-
ate the load balancing of a system. 

   

RatioS (t) = max
n!NS

{Stress(n, t)}/ Stress(n, t)
n!NS

" / | N S |
#

$%
&

'(  
(9) 

   

RatioE (t) = max
e!EV

{Stress(e, t)}/ Stress(e, t)
e!ES

" / | ES |
#

$%
&

'(  
(10) 

It is obvious that Ratio (t) 1N ≥  and Ratio (t) 1E ≥ . If equal 
to 1, the system is well-balanced. A smaller stress ratio 
stands for better load balance. 

To improve the resource utilization and save energy, we 
can balance the workload in that servers/links (denoted by 
the notation HN or HE ) hosting virtual nodes/links. It just 
needs to make two small changes to equations (9) and (10), 
through replacing SN and SE  with HN and HE . 

   
N

H
={n|n!N

S
" c

res
(n) < c(n)}  (11) 

   
E

H
={e|e!E

S
" bw

res
(e) < bw(e)}  (12) 

(2) Another way to balance load around the system is to 
aim at maximum link/node stress. Two definitions are pro-
posed in [6] to balance computing and traffic loads, which 
are the neighborhood resource availability (NR) of a sub-
strate node and the distance referring to the shortest-distance 
path algorithm. The maximum stress of a link and node is 
defined as 

  
S

lmax
(t) = max{Stress(e, t)}  and 

  
S

nmax
(t) = max{Stress(n, t)} . The distance of a substrate path 

p and NR is defined as:  

   

NR(v, t) = S
nmax

(t)!Stress(v, t)"# $% i

S
lmax

(t)!Stress(e, t)"# $%
e&AdjE (v )

'  
(13) 

   

Distance( p, t) =
1

S
lmax

(t) + !
L
" Stress(e, t)e#e

$
 

(14) 

A smaller distance value usually represents a lower traf-
fic load. A higher NR represents lower load and connects 
with links of lower loads. 

(3) A novel concept of “skewness” as an evaluation met-
ric to quantify the unevenness in the utilization of multiple 
resources is proposed by [44]. n and ri represent the number 
of all resources and the utilization of the ith resource. Skew-
ness of a server p is computed by 

  

skewness( p) =
r
i

r
!1

"

#$
%

&'

2

i=1

n

(  (15) 

 r  is the average utilization of all resources in server p. It 
only needs to consider the bottleneck resources. By minimiz-
ing the value, it can balance workloads nicely and improve 
the overall utilization of server resources. 

3.3. Virtual Node Migration 

Migration [27, 44-47] is essential to the dynamic re-
source allocation and scheduling problems. Many previous 
VNE solutions are based on migration to allocate resources. 
VNE has to decide the migration time, migration source and 
destination of a virtual node. 

Migration Time 

In the paper [44], it defines a server as a hot spot. If any 
resource utilization is above a hot threshold, which indicates 
the server being overloaded, some VMs on it should be mi-
grated away. The temperature of a hot spot p  is defined as 
the variance of all resource utilization beyond the hot thresh-
old. Only overloaded resources are considered. The tempera-
ture reflects its degree of overload. If a server is not a hot 
spot, its temperature is 0. 

It also defines a server as a cold spot [44]. If all resource 
utilizations are below a cold threshold, which indicates the 
server being idle, it’s a potential candidate to turn off to save 
energy. 

Migration Source and Destination 

For each server p , firstly, it decides whether it’s the hot 
spots, and which VMs should be migrated. Secondly, it sorts 
hot spots according to temperature. Migrating such VM can 
reduce temperature and skewness the most. Finally, a desti-
nation server will be selected, that can reduce the skewness 
of the system the most [44]. 

On the contrary, cold spot is also handled [44]. The chal-
lenge is to avoid sacrificing performance and load oscillation, 
while reducing the number of active servers due to low load. 

3.4. Energy Consumption 

The paper [18] purposes a power consumption model. All 
active substrate nodes consist of working nodes and interme-
diate nodes which are responsible for forwarding packets. 
Power consumptions for accommodating a new VN request 
include three parts. 

Node Power Consumption 

The node power consumption for accommodating a new 
VN request, denoted by NP , is proportional to wN , which 
denotes the number of working nodes needed to be powered 
on from off state. 

   

PN = NwPb + Pl c(u)
u!NV

"   (16) 

bP  is the server’s baseline power, and lP  represents the 
proportion factor for virtual node u . 

Link Power Consumption 

The link consumption denoted by LP , is proportional to 
both wN  and iN  which is the number of the intermediate 
nodes needed to be powered from off state to on. 



A Survey on Virtual Network Embedding in Cloud Computing Centers The Open Automation and Control Systems Journal, 2014, Volume 6    417 

   PL = NwPn + Ni(Pb + Pn )  (17)  

where nP  denotes the power consumption of dedicated of-
fload engine [18]. 

Overall Power Consumption 

The overall power consumption for accommodating a 
VN request, denoted by P, is proportional to both 

 
N

w  and 

 
N

i
. And the overall energy consumption is denoted as E. 

   

P = PN + PL = Pl c(u)
u!NV

" + (Nw + Ni )(Pb + Pn )   (18) 

   

E = P !Td = (Pl c(u)
u"NV

# + (Nw + Ni )(Pb + Pn )) !Td   (19) 

3.5. Load Fluctuation 

To deal with the peak workload and traffic fluctuation, 
all of the prior proposals reserve the maximum of fixed re-
sources, resulting in resources waste and lower the resource 
utilization. However, some papers [22, 24] propose Oppor-
tunistic Resource Sharing (ORS). 

ORS reflects the time-varying resource requirement and 
load fluctuation, which models load fluctuation as the com-
bination of a basic and a variable sub-load which occurs 
with a probability. For the basic sub-load, it has no choice 
but to allocate the equal required slots. For the variable sub-
load, multiple virtual links can opportunistically share one 
slot. 

3.6. Path Splitting and Migration 

To harness some small pieces of bandwidth, the paper [7] 
allows the substrate network to split a virtual link over mul-
tiple substrate paths, which is called path splitting(PS) [5]. 
PS has some benefits: load balance, reliability, etc. 

Fig. (3) is one example. Firstly, map the VN 1 to the sub-
strate network at time t-1. Secondly, embed VN 2 at time t. 
If PS is not allowed, VN 2 would be rejected. However, if  
 

allowed, VN 2 would successfully be accepted. PS generates 
2 mappings: (d, e) → (D, C, E, F) with 20 units of bandwidth 
and (d, e) → (D, B, F) with 10 units. 

In order to reduce the bandwidth fragments, path migra-
tion [7] can periodically re-optimize the allocation. In  
Fig. (3), after VN 1 departs and those assigned resources are 
released, migrate the two paths (D, C, E, F) and (D, B, F) to 
the same path (D, B) to reduce some path fragments. In prac-
tice, migrating path may produce overhead. Tradeoff be-
tween benefits and overheads is essential. 

3.7. Evaluation Models 

3.7.1. Revenue and Cost 

A common objective is maximizing the revenue [7], 
while minimizing the cost. The cost of successfully accept-
ing a VN is defined as the sum of substrate resources as-
signed to the VN, and the revenue can be gotten by the virtu-
al resources. 

   

Revenue(GV , t) =! c(n)
n"NV

# + $ bw(e)
e"EV

# .  (20) 

   

Cost(GV , t) =! c(n)
n"NV

# + $ bw
e

s"ES

#
e

v"EV

# (ev ,es ) .  (21) 

bw( , )v se e  is the bandwidth assigned to ve from se . α and 
β are tunable weights. 

The ratio of revenue and cost is also a common evalua-
tion metrics. 

3.7.2 Resource Utilization 

Higher substrate resource utilization has always been an 
objective. Some works focus on accepting more VNRs, 
while others focus on re-arranging the virtual network. 

Resource utilization includes three types: node utilization 
[24], link utilization and entire network resource utilization.

   
N

S

mapped and 
   
E

S

mapped include those nodes and links hosting 
virtual nodes and links. 

 
Fig. (3). Illustration of path splitting. 
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NodeUtilization = c(v)
v!N

S

mapped

" / c(n)
n!NS

"   (22) 

   

LinkUtilization = bw(e ')
e '!E

S

mapped

" / bw(e)
e!ES

"   (23) 

mapped mapped'

NetUtilization = c( ) bw( ') / c( ) bw( )
S SS S n ev e

v e n e
∈ ∈∈ ∈

⎛ ⎞ ⎛ ⎞
⎜ ⎟+ +⎜ ⎟⎜ ⎟ ⎝ ⎠⎝ ⎠
∑ ∑ ∑ ∑

N EN E  (24) 

3.7.3. Acceptance Ratio of VNs 

The ratio of VNs [35] is one of the most popular metrics 
to evaluate a VNE algorithm. It is defined as a ratio of VNs 
successfully accepted to all VNs. The variable ix ∈{0,1}. If 
the ith VNR is accepted successfully, ix =1; otherwise, ix =0. 

    

AptRatio = x
i

i!VNR
accept

"
#

$
%

&

'
( / VNR i100%   (25) 

There are also some uncommon metrics, such as, the 
number of active physical nodes [16], delay [41], total allo-
cated bandwidth [37], throughput [41, 48-62], etc. 

4. SIMPLY SUMMARIES OF VNE MODELS 

This section simply summaries and compares some exist-
ing models. Table 1 shows the comparison of the objective,  
 

category, evaluation metric, etc.. Table 2 lists the variants of 
VNE algorithms. (Note that “>” represents the former out-
performs or equal the latter about the relevant metrics). 

5. ANALYSES AND COMPARISONS 

This section presents some performance comparisons of 
VNE models from three different perspectives: virtual link 
mapping, virtual node mapping and entire VN mapping. The 
data used in this paper is based on the data and statements 
from the original literatures [4, 7, 8, 13, 17, 18, 21, 22, 24, 
28]. Some data are enlarged and reduced in proportion, so it 
is easier to make comparisons. 

5.1. Virtual Link Mapping 

This section makes comparisons among several virtual 
link mapping algorithms, which include MCF, path splitting 
and migration, shortest-path (SP), BFS and ORS, etc. 

(1) MCF outperforms SP. Fig. (4). shows the compari-
sons of bandwidth acceptance ratio (BWAR) and network 
resource utilization (NRU) between MCF and SP. It proves 
that MCF-CA outperforms SPF-CA about both BWAR and 
NRU [4]. 

(2) In Fig. (5), PS can increase the revenue and save the 
bandwidth cost in contrast to baseline using SP. migration 
further strengthens the improvements. Because PS can im-
prove the VN acceptance ratio and migration can reduce 
bandwidth fragments [7]. 

(3) ORS is better than R-ViNE, while R-ViNE is better 
than Greedy using Greedy node mapping and path splitting, 
proved by Fig. (6). Because ORS can map multiple virtual 
elements into one substrate element [24].  

(4) BFS algorithm has better performance than MCF and 
SP. In Fig. (7), Based-BFS produces the highest long-term 
R/C ratio, since based-BFS avoids mapping virtual links 
onto a long substrate path [13]. 

(5) In Fig. (8), NCM is better than G-SP, but worse than 
G-MCF about link utilization [24]. 

(6) ORSTA outperforms TA, while ORS located between 
TA and Greedy. In Fig. (9), we observe similar results that 
ORSTA outperforms better than TA, ORS, and Greedy [22]. 
  

 
(a) bandwidth acceptance ratio 

 
(b) network resource utilization 

Fig. (4). Improvements of MCF-CA relative to SPF-CA. 

 
Fig. (5). Improvements of PS&M relative to baseline 
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Table 1. Comparisons among algorithms. 

Algorithm Purpose and Contributions Technology Performance Metric Performance Comparison Complexity Refer 

MCF Maximizing the number of VNs MCF BWAK, NRU MCF > SP-CA > LCP-CA  [4] 

VNA-I:  Increasing efficiency, 

On-demand, 

reconfiguration 

1-stage 

Max node stress; For Max link stress: 

Adaptive > subVN > Basic > Least−load 

Link−opt > Adaptive > Node−opt 

 [6] 
VNA-II 

G-SP This is a 2-stage algorithm, which is used as comparison.  [7] 

PS&M-VNE 
Support Splitting and migration of 

Path (PS) 
2-stage, G-SP, 

MCF 
Average Revenue 

Bandwidth Cost 
PS&M > PS > BL  [7] 

vnmFlib Reduce the mapping time 
1-stage, path 

splitting 
R/C−Ratio vnmFlib > 2-stage 

The worst: 

 
[8] 

FELL 
Balance load and consider response 

time  

Simulated anneal-
ing, 

PS, 1-stage 
Node Utilization FELL > R-ViNE  [11] 

HA-I allocate bandwidth on traffic 
fluctuations 

Bin packing, 2-
stage 

Number of time slots:  

HA-I > HA-II > no OBS 
 [12] 

HA-II 

RW-MM Increase revenues and acceptance 
ratio 

2-stage, MCF, SP Acceptance ratio, revenue and R/C Ratio. 

RW-based > BL-based/CB-based 

polynomial-time 
[13] 

RW-BFS 1-stage, BFS, MCF exponential time  

MBPA Improve efficiency of VC and QoS  
Mixed bin packing, 

2-stage 
slowdown degree, re-

maining resource  
MBPA ≅ Greedy > GR  [17] 

EA-VNE Reduce energy consumption ILP, 2-stage 
Average energy, reve-

nue, running time 
EA-VNE > D-ViNE-SP in polynomial-time  [18] 

HGA 
Maximize utilization 

reduce energy cost. 
Hybrid Genetic 

Algorithm 
PM, Variance and Mi-

gration ratio 
Itself with some parameters  [20] 

ViNEYard 
D-ViNE Leverage better coordination 

between node and link mapping. 
MIP, LP, MCF, 

Coordinated 
For acceptance ratio and revenue node/link utilization: 

ViNE-LB > ViNE-SP > G-MCF >G-SP 
in polynomial time [21] 

R-ViNE 

ORSTA Consider the workload fluctuation 
bin packing, Mar-

kov chain 

Acceptance Ratio 

Node/Link Utilization 
Ratio 

ORSTA > TA > ORS > Greedy  [22] 

ORS 
Consider time-varying resource 

requirements 
Greedy, ILP, bin 
packing, first-fit, 

acceptance ratio 

utilization ratio 
ORS > R-ViNE > Greedy-PS  [24] 

NCM Support QoS 
MIP, 2-stage, 
ViNEYard,  

Revenue, acceptance ratio: 

G-MCF > NCM > G-SP. 

Cost: G-MCF > NCM and G-SP 

in polynomial time [24] 

DVMA 
Consider demands’ fluctuations 

and dependable allocation 
MIP, bin packing  itself 

time partitioning 

 
[27] 

TOP-VCM parallelism of applications 1-stage, GID 
Processing Time, 

R/C, Revenue 
TOP-VCM_CB/sumTR > 

A_vnmFlib  [28] 
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Table 2. Illustrations of notions. 

Notation Description 

MCF MCF is a Multi-Commodity Flow [29, 51, 52] based approach to VN resource allocation algorithm [4] 

SPF-CA/ LCP-CA Capacity allocation with Shortest/ Least-cost path algorithm [4] 

Least-Load Select the least loaded substrate nodes as the virtual nodes and uses the shortest distance path algorithm. [6] 

VNA-I/VNA-I VNA-I/VNA-II is a VN Assignment without/with reconfiguration. [6] 

Basic/ subVN The basic VN assignment algorithm or Basic with subdividing the VN topology [6]. 

Adaptive The subVN based scheme with the adaptive optimization strategy. [6] 

G-SP An optimal embedding computationally intractable algorithm. [7] 

BL/ BL-SP Baseline VNE Algorithm including Greedy node and link mapping. [7] 

PS&M PSM-VNE is a novel VNE method support for Path Splitting and Migration. [7] 

VnmFlib VnmFlib is a VNE backtracking algorithm based on sub-graph isomorphism detection (GID) [8] 

FELL FELL is a Flexible virtual network embedding algorithm with guaranteed Load Balancing. [11] 

HA-I / HA-II Two versions of opportunistic bandwidth sharing(OBS) for VNE. [12] 

RW-based Include RW-MM-SP using shortest path, RW-MM-MCF using MCF and RW-BFS. [13] 

CB-based Using equation (7) to compute node rank, include CB-MM-SP, CB-MM-MCF and CB-BFS. [13] 

BL-based Include BL-SP, which is BL, and BL-MCF, which is BL using MCF to embed virtual links. [13] 

RW-MM / RW-BFS Two VNE algorithms through the Markov Random Walk with Max Match and Breadth-First Search. [13] 

GR / ILP Gradually Relaxed Algorithm [17] OR Integer linear programming [18] 

MBPA Mixed Bin Packing algorithm to implement a novel elastic resources allocation strategy. [17] 

DVMA Dependable virtual machine allocation considering fault-tolerance and maintenance. [27] 

HGA Hybrid Genetic Algorithm combined with knack problem and multiple fitnesses. [20] 

ViNEYard ViNEYard uses mixed integer programming, which includes D-ViNE, R-ViNE and their extensions. [21] 

ViNE-LB/ ViNE-SP D/R-ViNE with load balancing/ shortest path link mapping. [21] 

G-MCF Greedy node mapping with MCF link mapping. [7] 

TA A partial framework, including topology-awareness, and greedy node/link mapping. [22] 

Greedy The traditional greedy embedding algorithm, including greedy node/link mapping. [22] 

ORSTA A VNE framework based on Opportunistic Resource Sharing and Topology-Aware node ranking. [22] 

ORS An Opportunistic Resource Sharing-based mapping framework. [24] 

ARMS An automated resource management system uses virtualization technology to allocate resources. [44] 

A_vnmFlib VnmFlib algorithm using Equation (7) & full mapping. [28] 

TOP-VCM A Topology-aware Partial Virtual Cluster Mapping algorithm based on graph isomorphism detection. [28] 

based_CB/sumTR TOP-VCM algorithm using equation (7) & full mapping / equation (8) & partial mapping. [28] 

 
Generally speaking, a higher acceptance ratio, a higher 

utilization with a smaller cost can improve the revenue and 
R/C ratio. Concluding the above 6 points gets one conclusion 
about the virtual link mapping: ORSTA > TA > ORS > R-
ViNE > PS&M > PS > MCF> NCM > SP. 

5.2. Virtual Node Mapping 

This section makes comparisons of node utilization 
among some algorithms. 
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(1) In Fig. (5), ORS has better node utilization than R-
ViNE and Greedy, and Greedy is worse than R-ViNE [24], 
because ORS algorithm allows the multiple virtual nodes to 
share one substrate node. 

 (2) NCM’s performance is positioned in between G-SP 
and G-MCF [24]. In Fig. (8), the CPU utilization and 
memory utilization have similar shapes that NCM is better 
than G-SP, but worse than G-MCF. 

(3) ORSTA outperforms TA, while ORS located between 
TA and Greedy. In Fig. (9), we observe similar results where 
ORSTA outperforms better than TA, ORS, and Greedy [22]. 

(4) RW-based outperforms CB-based and BL-based (us-
ing Greedy), and Greedy produces the worst performance. In 
Fig. (10), RW-based gains the best performance, and CB-
based has the second. Because the resource ranking is not 
only determined by the node itself, but also influenced by its 
neighbors with NodeRank [13]. 

 (5) The node utilization of sum_TR is more than CB, 
while CB being more than A_vnmFlib. In both random and 
light-first VC request scenarios [28],  Fig. (11). shows that 
TOP-VCM-CB using equation (8) is positioned between 
A_vnmFlib and TOP-VCM-sumTR using equation (10), 
despite the three are similar in the heavy–first VC request 
scenarios with allowing deviation.  

(6) Fig. (12) shows: ViNE-LB > ViNE > ViNE-SP > G-
MCF > G-SP [21]. 

Generally, combining the above 6 points on node utiliza-
tion gets the conclusions: ORSTA > TA > ORS > R-ViNE > 
Greedy-path splitting, RW-based/sum_TR > CB-based > 
A_vnmFlib, and ViNE-LB > ViNE > ViNE-SP > G-MCF > 
NCM > G-SP. 

5.3. VN Mapping 

(1) ORS is better than R-ViNE in acceptance ratio, while 
R-ViNE is better than Greedy using Greedy node mapping 
and path splitting [24], proved by Fig. (7). 

(2) NCM’s resource utilization is positioned in between 
G-SP and G-MCF. In Fig. (8), the CPU, memory and link 

 
Fig. (6). Comparisons among Greedy, R-ViNE and ORS. 

 
(a) average acceptance ratio 

 
(b) average R/C 

Fig. (7). Comparisons among SP, MCF and BFS. 

 
Fig. (8). Comparisons among G-SP, NCM and G-MCF. 

 
Fig. (9). Comparisons among Greedy, ORS, TA, ORSTA. 
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utilization have similar shape that NCM is better than G-SP, 
but worse than G-MCF [24]. 

 (3) ORSTA outperforms TA, while ORS located between 
TA and Greedy in the aspect of acceptance ratio. In Fig. (9), 
opportunistic resource sharing and topology-aware node 
ranking indeed improve the deployment of virtual networks 
and further enable the substrate network to accept more VN 
requests [22]. 

(4) VnmFlib outperforms 2-stage algorithms in both rev-
enue and R/C, and consume the less time than 2-stage [8], as 
demonstrated by Fig. (13). 

(5) ViNE-LB has the best performance and ViNE has the 
second best performance, while G-MCF located between G-
SP and ViNE-SP, and G-SP being the worst. In the paper 
[21], coordinated mapping of node and link leads to higher 
acceptance ratio Fig. (14a) and larger revenue Fig. (14b), 
and load balancing further increases the acceptance ratio and 
the revenue. 

 (6) TOP-VCM [28] produces better total revenue and 
R/C, while saving the average processing time. As demon-  
 

 
(a) average revenue 

 
(b) average acceptance ratio 

Fig. (10). Comparisons among SP, MCF and BFS 

 
Fig. (11). Comparisons of accepted virtual nodes. 

 
Fig. (12). Comparisons of resource utilization. 

 
(a) runtime 

 
(b) revenue and R/C 

Fig. (13). Comparisons between 2-stage and vnmFlib. 
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strated Fig. (15), TOP-VCM_CB and TOP-VCM_sumTR 
achieve higher total revenue than A_vnmFlib in both Ran-
dom and LightFirst VC request scenarios and improve R/C 
ratio. TOP-VCM-sumTR produces better results than TOP-
VCM-CB. Because the latter only considers the own residual 
resource using equation (8), while the former uses both itself 
and adjust links and nodes using equation (9). 

Generally, the network resource utilization, VN ac-
ceptance ratio, revenue and R/C have a positive correlation. 
Therefore, we can find some conclusions: ORSTA > TA > 
ORS > R-ViNE > Greedy-path splitting > G-MCF > NCM > 
G-SP, RW-based and TOP-VCM > A_vnmFlib > MBP > G-
SP > GR, and ViNE-LB > ViNE > ViNE-SP > G-MCF > 
NCM > G-SP. 

6. CONCLUSION AND PENDING ISSUES 

6.1. Pending Issues 

Although the existing models have already dealt with 
many thorny problems, there are also some issues needing to 
be solved. 

Firstly, with the development of wireless network [49, 
50], wireless virtualization may become another topic, so it 
needs many totally different solutions to guarantee the load 
balance, QoS, etc. 

Secondly, VNE will contribute to connecting virtual 
computing clusters. Interconnecting distributed cloud sites is 
a promising way to provision on-demand large-scale virtual-
ized networked systems. Therefore, virtual topology embed-
ding among multi-domain wide-area networks will appear in 
the future works. 

Finally, TOP-VCM [28] models the parallel applications 
as the CPU and links demands, but it doesn’t consider the 
type of the parallel jobs: computation and communication 
intensive. Schedule the computation intensive jobs to a local 
network with higher computing capacity, while allocate the 
communication intensive jobs to such local network with 
higher communication capacity. 

6.2. Conclusion 

Most people agree that Cloud computing as a revolution-
ary technology greatly promotes the development of the in-
formation society. Network virtualization is also an especial-
ly important technology to fight back the ossification of the 
current internet. VN is a fundamental and necessary basis in 
cloud computing and virtualization environment, which fur-
ther develops along with the Cloud Computing and virtual-
ization. The virtual network embedding/mapping as one of 
the most important steps to setup a virtual network and core 
technologies will get long-term interest. It makes great con-
tributions to provide a high quality cloud value-added ser-
vice to end users. 

 
(a) average acceptance ratio 

 
(b) average revenue 

Fig. (14). Comparison of (4, 8) arrival rate 

 
(a) R/C about single VC test 

 
(b) revenue about multi VC test 

Fig. (15). Comparisons between TOP-VCM and A_vnmFlib 
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In this paper, we have surveyed the past and the state of 
the art VNE research. We also performed many detailed 
analyses and comparisons amongst the existing VNE models, 
and finally promote our proposals and trends. It’s evident 
that VNE provides a promising virtual resource allocation 
and scheduling methodology about substrate resource utiliza-
tion, load balancing, green computing, overload avoidance, 
traffic fluctuation and QoS in Cloud Computing environment. 
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