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Abstract: Multi-user detection (MUD) is one standard of 3G, which can effectively reduce the multiple access interfer-
ence (MAI) and increase the system capacity. The Expectation-Maximization (EM) iterative algorithm is commonly used 
in recent years for missing data, which could be applied to MUD system. But the EM algorithm has a fatal weakness that 
its slow convergence speed. The new accelerated EM Algorithm is proposed in this paper, which is based on the EM Al-
gorithm and Newton-Raphson algorithm, in order to improve the convergence speed. The proposed algorithm is applied to 
Multi-user Detection (MUD). The simulation results show that the performance of accelerated EM algorithm is almost as 
good as the standard EM algorithm in Gaussian noise. The proposed algorithm has better convergence speed than standard 
EM algorithm. 
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1. INTRODUCTION 

In the code division multiple access (CDMA) system, 
multi-user detection is served as one of the key technologies. 
What’s more, it will play an important role in the 4G system. 
The Expectation-Maximization (EM) algorithm is a popular 
tool in statistics, which also can be effectively applied in 
MUD system. The limitation to the use of EM is, however, 
that quite often the E-step of the algorithm involves an ana-
lytically intractable, sometimes high dimensional integral [1]. 
But the slow convergence speed is a big shortcoming of EM 
algorithm itself which affects its application. How to im-
prove the convergence speed? In many problems where 
Bayesian solutions iterative simulation or Newton type 
methods are used, the EM algorithm often comes in handy to 
provide these MLE or MAP estimates. In the last two dec-
ades or so a large body of methods has emerged based on 
iterative simulation techniques useful especially in compu-
ting Bayesian solutions to the kind of incomplete-data prob-
lems [2, 3].  

The EM algorithm has been used in a lot of applications 
including system identification, array processing, medical 
imaging, and time series analysis. It works with a complete 
data specification, and iterates between estimating the log-
likelihood of the complete data using the observed (incom-
plete) data and the current parameter estimates(E-step),and 
maximizing the estimated log-likelihood function to obtain 
the updated parameter estimates (M-step).The algorithm 
converges, under certain regularity conditions , to a station-
ary point of the observed log-likelihood function, where each 
iteration cycle increases the likelihood of the estimated  
 
 

parameters. But the EM algorithm has a fatal weakness that 
is slow convergence speed [4]. The disadvantage of EM is 
that convergent speed is very slow when missing data is 
large enough, in this paper, the focus research is to modify 
algorithm,and to improve convergence speed combine with 
some of accelerate algorithm. 

Since the properties of the EM algorithm are to be con-
trasted with those of Newton-type methods, which are the 
main alternatives for the computation of MLE's, we give a 
brief review of the Newton-Raphson method and some vari-
ants in this paper. 

Like many other methods for computing MLE's, the EM 
algorithm is a method for finding zeros of a function. In nu-
merical analysis there are various techniques for finding ze-
ros of a specified function, including the Newton-Raphson 
(NR) method, quasi-Newton methods, and modified Newton 
methods. In a statistical framework, the modified Newton 
methods include the scoring algorithm of Fisher and its mod-
ified version using the empirical information matrix in place 
of the expected information matrix.  

In this paper, we describe the Newton-Raphson method 
to approximate the maximum likelihood estimate (MLE), 
when there are missing data and the observed data likelihood 
is not available in closed form. This method uses simulated 
missing data that are independent and identically distributed 
and independent of the observed data. 

Many methods can be interpreted as iterative simulation 
analogs of the various versions of the EM algorithm and its 
extensions [5]. There are so many methods because each has 
its strength and weakness. The accelerated EM algorithm, 
which is one of the simpler extensions of the EM algorithm, 
only the Newton-Raphson (NR)-step is implemented after 
the M-step. There is, however, the shortage for EM algo-
rithm, that the convergence rate of the two algorithms is  
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linear. The convergence rate is very slow when the fraction 
of missing information is large. So this paper proposes the 
acceleration of EM Algorithm, which is based on EM Algo-
rithm and Newton-Raphson algorithm, to improve the con-
vergence rate. The new algorithm was named accelerated 
EM algorithm. Background noise chose to Gaussian noise, 
the accelerated EM algorithm is used to Multi-User Detec-
tion (MUD). The simulation results show that it not only has 
a good BER performance curve but also a faster convergence 
speed. 

This paper is organized as follows. In Section 2, we in-
troduce notation and provide sufficient conditions for the 
EM algorithm and Newton-Raphson algorithm. The algo-
rithm theories also were introduced in this chapter. 

In Section 3, firstly, the concept of multi-user detection 
was introduced. And then, we present the Accelerated EM 
algorithm applied in MUD. In Section 4, we describe the 
simulation results and conclusions, and show that the pro-
posed algorithm accelerates the convergence of the EM algo-
rithm and simplifies the computations involved. 

2. EM ALGORITHM AND NEWTON-RAPHSON AL-
GORITHM 

2.1. EM Algorithm 

This idea behind the EM algorithm being intuitive and 
natural, algorithms like the EM have been formulated and 
applied in a variety of problems even before the DLR paper. 
The situations where the EM algorithm can be applied in-
clude not only evidently incomplete-data situations, where 
there are missing data, truncated distributions, censored or 
grouped observations, but also a whole variety of situations 
where the incompleteness of the data is not all that natural or 
evident. These include statistical models such as random 
effects, mixtures, convolutions, log linear models, and latent 
class and latent variable structures. Hither to intractable ML 
estimation problems for these situations have been solved or 
complicated ML estimation procedures have been simplified 
using the EM algorithm. 

In the generalized mixed effects model, the EM algo-
rithm gives rise to difficulties because the E-step is intracta-
ble even under Gaussian assumptions of random effects. The 
EM iterative algorithm provides an attractive alternative to 
computing ML estimates. In this case where the information 
of priori estimated parameters is not given, and the observe 
data is incomplete, an easy-to-use iterative algorithm to 
compute the parameters of ML is proposed, and this algo-
rithm guarantees convergence to get the maximum estimate. 
The principle of Expectation Maximization Algorithm: the 
observe data is Y, complete data is 

  
X = (Y Z ) , Z is missing 

data, ! is model parameter. 

The MAP 
  
P(! Y )  is very complex and difficult to calcu-

late different statistical signal while not added missing data, 
but if added, it is easy to get the ( | , )P y zθ  [2]. Suppose  
 

there are two sample spaces X and Y, X is completely the 
data, Y is the observation data, :h x y→ is a many-to-one 
mapping from X to Y，

  
g(! y) means a posteriori distribu-

tion density function that base on observe data Y，called the 
observation posterior distribution; 

  
f (! y,z)  means about 

the posteriori distribution function of ! while adding missing 
data;

  
k(! y,z)  means conditional distribution function of Z 

while! and Y are given. 

Simulating the missing data 
  
Z = (z

1

i ,z
2

i ,...,z
m

i )  from the 

conditional distribution
  
p(Z |! i ,Y ) . 

 
z

j

i  is a vector of the miss-
ing data which was used to complete the observed data.  

So
  
X = (Y ,Z ) is the complete-data, the missing value is re-

placed by
 
z

j

i . The E-step may be difficult to implement be-
cause of difficulty in computing the expectation of log likeli-
hood in an EM algorithm. Suppose iθ  is the parameter i-th 
iterations value, and the EM algorithm steps are: 

  

Q(! ,! i ) = E[log f (! | y,z) | y,! i ]

= log f (! | y,z)k(z | y,! i )dz"
. (1) 

M-step: Maximum 
  
Q(! i+1,! i ) = maxQ(! ,! i ) , 

  
!

i+1
= argmaxQ(! ,! i )  (2) 

Repeat E-step and M-step iterations, and don’t stop the 
loop until 1i iθ θ+ − small enough. 

2.2. Newton-Raphson Algorithm 

The Newton-Raphson method for solving the likelihood 
equation. 

 
S(y;! )=0  (3) 

approximates the gradient vector 
 
S(y;! )  of the log likeli-

hood function 
  
logL(! )  by a linear Taylor series expansion 

about the current fit  !
i for ! [4-6]. Where 

  
S(y;! )="logL(! )/ "! . This gives 

  
S(y;! ) " S(y;! i )-I(! i;y)(!-! i )  (4) 

  
I(! i;y)="2 log L(! )/ "! "! T

 (5) 

A new fit   !
k +1  is obtained by taking it to be a zero of the 

right-hand side of (4). Hence 

  
!

i+1=! i +I-1(! i;y)S(y;! i )   (6) 

So we can get the Newton-Raphson-step: 

  
! i+1

= ! i
+ ("

#2 log p(! |Y )

#! 2
|
! i

)"1[
#log p

#!$  
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(! |Y )
p(z | y,! i)dz |

!i
](!

EM
"!

i )  (7)  

If the log likelihood function is concave and unimodal, 
then the sequence of iterates 

  
{! i}converges to the MLE of 

! , in one step if the log likelihood function is a quadratic 
function of ! . When the log likelihood function is not con-
cave, the Newton-Raphson algorithm is not guaranteed to 
converge from an arbitrary starting value. Under reasonable 
assumptions on

  
L(! )  and a sufficiently accurate starting val-

ue, the sequence of iterates  !
i  produced by the Newton-

Raphson algorithm enjoys local quadratic convergence to a 
solution  !

*  of (3). That is, given a norm || ||⋅ on ! , there is a 

constant h such that if  !
0  is sufficiently close to  !

* , then 
holds for 

  i =  0,1,  2,!  Quadratic convergence is ultimately 
very fast, and it is regarded as the major strength of the New-
ton-Raphson algorithm. But there can be potentially severe 
problems with this algorithm in applications. Firstly, it re-
quires at each iteration, the computation of the  d ! d  infor-
mation matrix

  
I(! i;y)  (that is, the negative of the Hessian 

matrix) and the solution of a system of d  linear equations. 
In general, this is achieved at a cost of 

  
O(d 3) arithmetic op-

erations. Thus the computation required for an iteration of 
the Newton-Raphson algorithm is likely to become expen-
sive very rapidly as  d  becomes large. 

One must allow for the storage of the Hessian or some set 
of factors of it. Furthermore, the Newton-Raphson algorithm 
in its basic form (6) requires for some problems an impracti-
cally accurate initial value for !  for the sequence of iterates 
{ }iθ  to converge to a solution of (3). It has the tendency to 
head toward saddle points and local minima as often as to-
ward local maxima. In some problems, however, Bohning 
and Lindsay (1988) show how the Newton-Raphson method 
can be modified to be monotonic. 

Since the Newton-Raphson algorithm requires the evalu-
ation of 

  
I(! i;y)  on each iteration  i , it immediately provides 

an estimate of the covariance matrix of its limiting value  !
*  

(assuming it is the MLE), through the inverse of the ob-
served information matrix 

  
I-1(! i;y) . Also, if the starting val-

ue is a  n -consistent estimator of ! , then the one-step iter-
ate  !

1  is an asymptotically efficient estimator of ! . 

3. EM ALGORITHM AND ACCELERATED EM AL-
GORITHM APPLIED IN MUD 

3.1. Multi-user Detection 

The EM algorithm has been used for estimating the 
channel parameters in CDMA systems by some investigators 
[7-9]. In the field of multi-user detection, apply the EM  
 

algorithm is based on: when the parameters are not easy to 
handle, or the formulate of ML estimation is unable to be 
gotten; and assuming some of the potential data expanded to 
receive data, get the complete set of data, use the EM itera-
tive algorithm solute for maximum likelihood estimates. 
Several recent applications of EM algorithm to digital to 
communications consider related problems of parameter es-
timation for superimposed signals in noise.In this paper, by 
applying the EM algorithm, we decompose the K-
dimensional maximization problem into K one-dimensional 
maximization problems, and thus striking reduces the com-
putational complexity of the optimum detector. The resultant 
detector will have a computational complexity which is line-
ar in K. 

We define the complete data set
 
x

k
t( ) : 

  
x

k
t( ) = A

k
(t)g

k
(t)b

k
(t)+ n

k
(t)    k = 1,2,..., K  (8) 

Where 
  
n

k
(t) is white Gaussian noise with zero mean and 

power spectral density
  
!

k

2  and  

  

!
k

2

k=1

K

" =!
2   (9) 

The k-th receive signal is: 

1

( ) ( ) ( ) ( ) ( )
K

k k k
k

r t A t g t b t n t
=

= +∑ .  (10) 

In the formula, kA  means the amplitude of the k-th signal;

kg  means spread spectrum waveform of the k-th signal, and 
the value is 1± ; kb means the k-th user data, the value is 1± ; 
( )n t is background noise that is selected by different type of 

the noise [10-12].  

Suppose ky is the output of the k-th matched filter and its 
expression is: 

  
y

k
= r t( )g

k
t( )dt

0

T

! ,  1! k ! K .  (11) 

This result can be obtained by expansion: 

  

y
k
= A

k
(t)g

k
(t)b

k
(t)

k=1

K

! + n(t)
"

#$
%

&'0

T

(
g

k
t( )dt = A

k
b

k
+ MAI

k
+ n

k

 (12) 

It can be known clearly that the first item is the data that 
the k-th user wants to receive; the second item is multiple 
access interference (MAI) which is generated by other users; 
and the third is noise. In order to facilitate processing and 
analysis, formula (11) can be expressed as matrix form: 

 
y = RAb + n  (13) 

1 2[ , ]TKb b b=b … , is user data, R is symmetric correla-

tion matrix of K K× order ( , ,i k k iρ ρ= ),
 
R

jk
=  
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s

j
,s

k
= s

k
(t)s

j
(t)! dt . A  is the corresponding diagonal 

matrix 1 2( , )Kdiag A A A=A … ,  of received signal power. 

3.2. Multi-user Accelerated EM Detection 

In Synchronous DS-CDMA system, the EM multi-user 
detection is where adding the expectation maximum function 
in the classic detector. Select here decor-relation detection, 
and get the initial estimate b̂ , then apply EM iterative algo-
rithm, suppose the k-th user information bit estimate is kb , i

kb
means the i-th iterative value of EM [13-16]. 

As in ref. [7] the expectation complete likelihood func-
tion of the EM algorithm is 

  

Q(b
k

| b
k

i ) =
A

k

2

2! 2
("(b

k
)2
+ 2b

k

1

A
k

( y
k
" R

kj
A

j
j#k

$ b
j
))

 
(14) 

In above formula 

  
b

j
= E{b

j
| r(t),b

k
= b

k

i } .  (15) 

Using Bayes’ formula: 2tanh( ( ))j i
j j jk k k

A
b y R A b

σ
= − , 

maximize expectation: 

   

!

b
k

i+1
= argmaxQ(b

k
| b

k

i ) .  (16) 

Because of 
ˆ { 1}b = ± we obtain the simple formula 

1 sgn( )i
k k kj j j

j k
b y R A b+

≠

= −∑
)

. 
Compared with the EM algorithm, the accelerated EM 

algorithm just modified the result of the E-step of the EM 
algorithm, which added a NR-step after E-step.  

The result 
   

!

b
k

i+1  is improved by Newton-Raphson algo-
rithm. We get NR-step: 

  

Norm =
|| b

k

i+1
! b

k

i ||

b
k

i
 (17) 

We will define normal deviation ratio is 

  

Norm =
|| b

k

i+1
! b

k

i ||

b
k

i

, while we analysis iterative convergence.  

The accelerated EM algorithm concrete steps: 

Step 1: Obtain the initial estimate value
  
b

k

0
= b̂ . 

Step 2: Computed
 
b

j
and

   

!

b
k

i+1 ,
  
b

k

i+1 . 

Step 3: Through Newton-Raphson algorithm, computed

  
b

k

i+1 . 

Step 4: Judge
  
|| b

k

i+1
! b

k

i ||< " , the permanent ! can be set 
by requirement. 

Step 5: If “no”, i + +  and
  
b

k

i
= b

k

i+1 , return to Step 2; If 

“yes”, 
  
b

opt
= b

k

i+1 and
 
b

opt
is the final optimum value of itera-

tion. 

4. SIMULATION RESULTS AND CONCLUSIONS 

 In the DS-CDMA system, applying the standard EM al-
gorithm and accelerated EM algorithm, and we select 5 users, 
1000 information bits, 31-bit gold spread-spectrum code, and 
the user power partial value is 12.  

Background noise chose to Gaussian noise, the standard 
EM algorithm and accelerated EM algorithm are used to 
MUD.Compared the standard EM algorithm with the accel-
erated algorithm, simulation results show that: The perfor-
mance of accelerated EM algorithm is almost as well as the 
EM algorithm in Gaussian noise (Fig. 1). Contrast Fig. (2) 
shows the accelerated EM algorithm has faster convergence 

 
Fig. (1). The BER Curves of EM Algorithm and Accelerated EM Algorithm in Gaussian Noise. 
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speed than the standard EM algorithm (Fig. 2). So, the MUD 
based on the improved EM iterative algorithm in Gaussian 
Noise will achieve a stable convergence, while convergence 
speed can be improved.  
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Fig. (2). The Iterative Convergence of EM Algorithm and Accelerated EM Algorithm in Gaussian Noise. 
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