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Abstract: Domain keywords extraction is very important for information extraction, information retrieval, classification, 

clustering, topic detection and tracking, and so on. TextRank is a common graph-based algorithm for keywords extraction. 

For TextRank, only edge weights are taken into account. We proposed a new text ranking formula that takes into account 

both edge and node weights, named F2N-Rank. Experiments show that F2N-Rank clearly outperformed both TextRank 

and ATF*DF. F2N-Rank has the highest average precision (78.6%), about 16% over TextRank and 29% over ATF*DF in 

keywords extraction of Tibetan religion. 
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1. INTRODUCTION 

Domain keywords can serve as a highly condensed sum-
mary for a domain, and they can be used as labels for a do-
main. Domain keywords should be ordered by the “impor-
tance” of keywords. 

In the study of keywords extraction, supervised methods 
[1-6] always depend on the trained model and the domain it 
is trained on. And in unsupervised methods [7-11], algo-
rithms based on term frequency and based on graph are the 
most common methods. Algorithms based on term frequency 
such as TF, ATF, ATF*DF, ATF*DF are easy to realize but 
their precisions are not very high. Algorithms based on 
graph, such as TextRank [7], are more effective than algo-
rithms based on term frequency because they take into ac-
count the relationships among words. 

TextRank is one of the most popular graph-based meth-
ods. Each node of the graph corresponds to a candidate key-
word from the document and an edge connects two related 
candidates. In the entire graph, only edge weights are taken 
into account. Node weights are also very important. TF*IDF 
is the common method for measuring node weights. How-
ever, TF*IDF is less suitable than ATF*DF when measuring 
word weights in a document if it appears frequently in a 
document and rarely occurs in the others [12]. For domain 
keywords extraction, terms reflecting a domain should ap-
pear frequently in a large number of documents [13] and 
ATF (average term frequency) should be used instead of TF. 

In this paper, a graph-based algorithm inspired by Tex-
tRank is proposed, named F2N-Rank. The node weights are 
taken into account and the idea of F2-measure is used for 
calculating node weights. F2-measure formula gives consid-
eration to both ATF and DF. 

 

 

 

 

This paper is organized as follows: Firstly, TextRank al-
gorithm is introduced. Secondly, the algorithm that we call 
F2N-Rank is proposed for extracting domain keywords. 
Thirdly, some experiments are performed on the dataset of 
Tibetan religious domain, and the results are given. Finally, 
the conclusion is given. 

2. TEXTRANK ALGORITHM 

TextRank is inspired from PageRank. It is propose by 
Mihalcea R and Tarau P in 2004. According to TextRank, a 
text or a corpus is represented as a graph, the words of them 
are considered as nodes. The formula of TextRank is shown 
in Eq. (1). 

+=  (1) 

 WS(Vi) is the score of node Vi. 

 d is the damping factor that can be set from 0 to 1, which 

represents the probability of jumping from a given node 

to another random node in the graph. The value of d is 

usually set to 0.85. 

 wji is the weight of the edge from the previous node Vj to 

the current node Vi. 

 In(Vi) is the set of nodes that point to it (predecessors). 

 Out(Vj) is the set of nodes that node Vi points to (suc-

cessors). 

  is the summation of all edge weights in the 

previous node Vj. 

 wji is defined as the numbers that the corresponding 

words (Vj and Vi) co-occur within a window of maxi-
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mum N words in the associated text, where N 

[2,10].[14]. 

TextRank only takes edge weights into account. Node 
weights are also very important for node scores. There are 
several methods can be used for computing node weights. 

2.1. TF (Term Frequency) 

=            (2) 

 TF(i,j) is the number of times the term ti appears in the 

document dj divided by the length of the document. 

 ni,j is the number of occurrences of the word ti in docu-

ment dj. 

2.2. ATF (Average Term Frequency) 

=         (3) 

 ATF(Vi) is the average term frequency of node Vi. 

 D is a collection of N documents; |D| is the cardinality of 

D. 

 d is a document of D. 

2.3. ATF*DF 

=
 (4) 

 DF(Vi) is the document frequency of node Vi. 

 ATF(i,j)*DF(i) is the product of the average term fre-

quency and document frequency of node Vi. 

In next section, a new ranking formula that takes into ac-
count both edge and node weights is proposed, named F2N-
Rank. 

3. PROPOSED ALGORITHM 

TextRank algorithm only focuses on the relationship 

among nodes, and node weights are not taken into account. 

Eq (5) integrates TextRank formula with the node weight 

( ). 

+=
 
(5)

 

There are several formulas can be used to calculate the 

value of , such as TF, ATF, ATF*DF. ATF*DF is the 

most suitable of the three formulas because it takes into ac-

count both term frequency and document frequency. How-

ever, the simple combination of ATF and DF does not ac-

count for their proportions. Here, the idea of F-measure is 

introduced for calculating . [15] The formulas are 

given as followings: 

=

+

+
=  (6) 

=         (7) 

=         (8) 

The main steps of extracting domain keywords using 
F2N-Rank algorithm are as followings: 

Step 1: Identify words (nouns, adjectives, and so on) that 
suitable for the task, and add them as nodes in the graph. 

Step 2: Identify relations that connect such words, and 
use these relations to draw edges between nodes in the 
graph. Edges can be directed or undirected, weighted or un-
weighted. 

Step 3: Calculate the weight of nodes in the graph. 

Step 4: Iterate the graph-based ranking algorithm until 
convergence. 

Step 5: Sort nodes based on their final score. Top N 
words are the domain keywords. 

4. EXPERIMENT AND RESULTS 

4.1. Experiment Description 

To evaluate the proposed algorithm, Tibetan religious 
domain is selected. Tibetan is a universal religion nation and 
religious activities have been an integral part of most resi-
dents’ daily life. Tibetan religious keywords are microcosms 
of Tibetan religious domain. Tibetan religious domain cor-
pora come from three websites. The description of corpora is 
in Table 1. The corpora can be downloaded from the religion 
channel of the websites. 

Fig. (1) shows the flow chart of extracting Tibetan relig-
ious domain keywords using F2N-Rank algorithm. The first 
step is domain the documents preprocessing.  

Sub step 1 is preparing the domain documents dataset. 

Sub step 2 is word segmentation. 

Sub step 3 is removing stop words.  

As they are all Chinese texts, the word segmentation and 
removing stop words is a must. The free Chinese word seg-
ment tool is ICTCLAS Segmenter [16]. 

The second step is running F2N-Rank algorithm on the 
prepared dataset.  

Sub step 1 is calculating word’s weight using F2-measure 
(ATF,DF). 
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Fig. (1). The flow chart of F2N-rank rxperiment. 

Sub step 2 is calculating word’s score using graph-based 
algorithm.  

Finally, take the top N words as domain keywords. 

4.2. Experiment Results 

Two experiments are performed in this paper.  

The aim of experiment 1 is to show which approach is 
best in extracting domain keywords. After comparing F2N-
Rank, TextRank and ATF*DF algorithm in precision, F2N-
Rank showed better results.  

In order to show F2N-Rank is better than F0.5N-Rank and 
F1N-Rank, namely DF-oriented is more suitable for domain 
keywords extraction. The experiment 2 is conducted. Ex-
periment 2 showed that F2N-Rank has the best performance 
of F0.5N-Rank, F1N-Rank and F2N-Rank. 

Experiment 1: 

To evaluate the performance of ranking Tibetan religious 
keywords, we conducted a performance measurement using 
precision. Now, we discuss the evaluation of three different 
ranking algorithms. We compared algorithms which are: 
F2N-Rank, TextRank and ATF*DF. 

Results are shown in Fig. (2) by measuring the precision 
for top N keywords. 

 

Fig. (2). Algorithm comparison in precision. 

We can see that F2N-Rank clearly outperformed both 
TextRank and ATF*DF. For F2N-Rank, TextRank and 
ATF*DF, the average precision are 78.6%, 62.2% and 
49.2%. The improvement over TextRank is around 16% in 
average precision and 29% over ATF*DF. Using F2N-Rank 
for domain keywords extraction has showed better results.  

Table 2 shows the top 20 keywords of Tibetan religious 
domain using F2N-Rank Algorithm. 

Experiment 2: 

The order of domain keywords is also very important be-
cause it can reflect features of domain keywords. In order to 
illustrate the keywords extracted using F2N-Rank are more 
distinguishing, experiments are conducted when taking  as 
0.5,1 and 2. F2N-Rank comes from F N-Rank when taking  
as 2. F2N-Rank is more DF-oriented. 

 

Fig. (3). Term weight of the top ten keywords for F N-rank algo-

rithm ( =0.5, 1, 2). 

Table 1. The corpora of tibetan religious domain. 

Corpora The Number of Texts The Number of Words The Kinds of Words 

http://www.amdotibet.com 437 368562 22814 

http://www.tibetculture.net 446 228651 18293 

http://www.tibet.cn 1230 683814 31755 

Total 2113 1281027 40722 
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Fig. (3) shows term weights of the top ten keywords in 
Tibetan religious domain using F N-Rank algorithm when 
taking  as 0.5, 1 and 2. In F2N-Rank, Y decreases signifi-
cantly with increasing X of the three liners. Keywords in 
F2N-Rank are more distinguishing. F2N-Rank has the best 
performance of F0.5N-Rank, F1N-Rank and F2N-Rank.  
Fig. (4) shows the precision of F2N-Rank is the highest of 
F0.5N-Rank, F1N-Rank and F2N-Rank. 

 

Fig. (4). F N-rank algorithm comparison in precision ( =0.5, 1, 2). 

CONCLUSION 

Domain Keywords extraction is important for many ap-
plications of Natural Language Processing. They not only 
relate to the term frequency, but also relate to the relation-
ship of words. In this paper, F2N-Rank algorithm inspired by 
TextRank is proposed for extracting domain keywords. In 
F2N-Rank, word weights are taken into account and F2-
measure (ATF, DF) is adopted to calculate word weights. 
Experiments show that F2N-Rank has the highest average 
precision (78.6%), about 16% over TextRank and 29% over 
ATF*DF. F2N-Rank clearly outperformed both TextRank 
and ATF*DF. The method is generic, in the sense it can be 
applied to extract keywords in different domains. 
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Table 2. Top 20 tibetan religious keywords using F2N-rank algorithm. 

No. Keywords Meaning 
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5 Renboqie Rinpoche a title of respect for a master of Tibetan Buddhism 

6 Gexi a religious degree of Gelug school of Tibetan Buddhism 

7 Xizang Tibet 
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10 Lama a title given to a spiritual leader in Tibetan Buddhism 

11 Tiaoshen a kind of religious dance used to express stories of Gods and ghosts 

12 Lasa the capital of the Tibetan Autonomous Region 

13 Larangba the highest degree of Geshe 

14 Benjiao a Tibetan Religion 

15 Dazhaosi a Tibetan Buddhism temple 

16 Shaifo a Tibetan traditional festival 

17 Zhuanshi the belief that after somebody’s death their soul lives again in a new body 

18 Taersi a Tibetan Buddhism temple 

19 Dashi a title of a highly respected monk 

20 Huodong activity 
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