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Abstract: A method of moving target tracking based on optical flow technology is proposed in this paper. Extract the fea-

ture points of the moving target by the SIFT algorithm, and replace the interesting points in traditional optical flow meth-

od with the extracted feature points, then track the moving target through these points. The proposed moving target track-

ing method has better tracking precision for the SIFT algorithm is invariant to rotation and scale change of moving target 

.At the same time, the optical flow estimation is obtained using the pyramid LK optical flow algorithm so that the compu-

tation of the tracking process is reduced, the accuracy is improved and the movement target tracking has a real-time per-

formance .In this paper, three groups of experiments was conducted, a set of contrast experiments under the proposed 

method and the traditional optical flow method, a set of validation experiments of single moving target with some shelter 

and another set of validation experiments of multiple moving target with irregular shelters .The experimental results verify 

that the the proposed method has a good accuracy, robustness and real-time performance. 
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1. INTRODUCTION 

The research and application of target tracking algorithm 
is an important branch of computer vision. The goal of mov-
ing target tracking is to find and locate the mobile object that 
we are interested in each frame from the video by the regis-
tration of the relevant continuous frame [1]. In the process of 
movement target tracking, the motion parameters of the tar-
get such as speed, acceleration, position, trajectory can be 
acquired, a further analysis and processing of these infor-
mation can advance the understanding of the moving target 
behavior, which is the basis of the advanced application. 
These advanced applications such as video monitoring, vir-
tual reality, robot navigation, traffic detection and missile 
guidance, human-computer interaction system, remote video 
conferencing, and virtual reality technology, are widely used 
in many fields of civilian and military [2]. 

The research method of moving target tracking can be 
divided into two kinds:the methods based on motion analysis 
and registration. Registration methods such as reference [3] 
based on SIFT feature matching method can gain higher po-
sitioning accuracy, but the amount of calculation is too large 
to meet the real-time requirements .The most classic method 
based on movement analysis is the optical flow method .The 
moving target tracking based ontraditional optical flow 
method has a good real-time performance but bad position-
ing accuracy because of the limits of the method itself [4]. 
So in this paper, SIFT features extracted from the moving 
targets is to improve the performance of the method based on 
optical flow method, because the SIFT features is invariant  
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to the translation, rotation, scale zoom, illumination change, 
also maintains stability in some degree when there exist per-
spective change, affine transform and noise. It is designed 

To describe the target with its SIFT features, and calculate 
optical flow field of these characteristic points and finally 
track them, so that the problems that the traditional optical 

flow sensitive to illumination changes, and that of tracking 
fails caused by the suddenly change of the motion target’s 
position or the serious deformation of the motion target can 

be effectively resolved. The optical flow target tracking algo-
rithms proposed in reference [5] based on scale invariant 
features (SIFT features) need to manually choose the target 

area in the first frame of video, it can't automatically com-
plete moving target detection and tracking of uncertainty 
number in actual application .In this paper the tracking strat-

egy is improved, first of all, moving targets are identified in 
the view by optical flow method, and their SIFT features are 
extracted, then, these targets are described with their SIFT 

features in subsequent video frames, at last, the optical flow 
estimation of these feature points of target tracking is calcu-
lated .In order to improve the tracking speed the pyramid 

Lucas – Kanade (LK) is adopted when calculate the optical 
flow estimation , the proposed algorithm has been improved 
greatly both in tracking speed and accuracy. 

2. THE PROPOSED ALGORITHM 

The proposed moving target tracking algorithm is shown 
in Fig. (1). In which, the optical flow field of the moving 

target in the video is calculated firstly, then the moving ob-
ject is detected utilizing the threshold filtering, next SIFT 
feature points of the moving target are extracted and tracked, 

last coordinate positions of these points in the frame are lo-
cated. 
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Fig. (1). The algorithm flow chart. 

 

In the proposed algorithm, the pyramid LK method is 
adopted to calculate the optical flow field of the frames in 
order to reduce calculating time. Closing operation is used in 
morphology process. Mean filtering is utilized in threshold 
filtering, the area whose optical flow vector is larger than the 
mean value of the whole optical flow vectors is identified as 
the moving target.  

2.1. Pyramid Lucas – Kanade (LK) 

),( yx and ),( vyux ++ are defined as position coor-
dinates of a point in the two adjacent images. In the optical 
flow estimation, there are two assumptions, the color con-
stancy and little movement. The color constancy make the 
assumption that a point in two adjacent images have the save 
color or brightness, its mathematics format is show in Equa-
tion (1), H and I are two adjacent images. The little move-
ment means that the position transformation is little, that is u 
and v are less than 1 pixel. 

  
H (x, y) = I(x + u, y + v)  (1) 

Let’s take the Taylor series expansion of I(x+u,y+v),the 
higher order terms is abandoned for it goes to zero: 
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],[

),(),(

,),(

t

y

t

x
II

yxHv
y

I
u
x

I
yxI

yxHvyuxI

+

++

++=

 (3) 

Where, 
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In the limit, as u and v go to zero, the Equation (3) be-
comes exact: 
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In Equation (4), it containes two unknowns in one equa-
tion , so additional constraints must be added to solve it. 

LK algorithm [6, 7] is based on the local constraints with 
the assumption that the pixel’s neighbors have the same 
(u,v), and a neighborhood of  3 3  pixels is usually adopted, 
which will give 9 equations per pixel. Then the calculation 
of optical flow is converted to the following equation: 
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We can write Equation (9) as Equation (10): 

 Ad = b  (10) 

Finally, least squares method is used to solve the equa-
tion : 
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All sum computation in Equation (12) and Equation (13) 
include all points in the neighborhood of 3 3 . Finally the 
optical flow vector can be obtained from Equation (13). 

In order to further enhance the accuracy of Lucas - 
Kanade method and computing speed, in the practical appli-
cation, image gaussian pyramid is combined with Lucas - 
Kanade algorithm, with the hierarchical strategy, the image 
is decomposed into different resolutions from the coarse to 
the fine, the resolution becomes lower and lower with the 
increase of level of resolution, and the result in coarse scales 
will be used as the initial value of the next scale to calculate 
the flow rate of the image sequence on the different resolu-
tion, this is the effective method to the calculation of large 
movement rate, as shown in Fig. (2).  
 

 

Fig. (2). LK pyramid optical flow. 

 

2.2. SIFT Feature Extraction of Moving Objects 

Optical flow method can perform better tracking robust-
ness than other algorithms when the target motion speed is 
not stable, and SIFT feature tracking algorithm has higher 
accuracy than other tracking algorithm when there are large 
displacement between adjacent frames [8]. So in order to 
enhance tracking accuracy and robustness of the detected 
moving target, to extract SIFT feature points of moving tar-
gets instead of the whole target, in the subsequent frames, it 
is only to calculate the optical flow of these feature 
points,thus, the computing speed can be improved. 

2.2.1. Detection Extreme Points of Scale Space 

A scale space function of a two-dimensional image is de-
fined based on scale space theory as follows: 

),(*),,(),,( yxIyxGyxL =  (14) 

There, ),,( yxG is the variable scale gaussian func-
tion: 
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),( yx is a spatial coordinate representing the pixel posi-
tion on the image, symbol * denotes convolution computa-
tion, is a scale space factor, the smaller the  is the less 
smooth of the image is. Large scale corresponds to the over-

view features of the image and small scale corresponds to the 
detail features of the image. 

In order to detect stable key points effectively in scale 
space, the differential gaussian scale space (DOG scale - 
space) is presented [9]. It is generated by the convolution of 
gaussian difference nuclear of different scales and images. 

 (16) 

2.2.2. Location of the Extreme Value Point 

The positions of the key points and scales (achieve sub-
pixel accuracy) is to be determined accurately by fitting 
three-dimensional quadratic function. Unstable Points of low 
contrast or edge response is to be removed [10]. Fitting func-
tion at key points is showed in Equation (17): 
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Derivate and set the Equation (17) to zero, extreme value 
points can be obtained  
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Corresponding to the extreme value point: 
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The value of 
   
D( X )  is useful to eliminate the low con-

trast and unstable feature points, the points with value 

   
D( X )  < 0.03 will be treated as unstable points of low con-
trast and will be eliminated. At the same time, precise loca-
tion and scale of the feature points can be obtained in this 
procedure. 

2.2.3. Allocating Direction for Key Points 

In order to make the descriptor invariant to rotation, the 
partial feature of the image is needed to allocate a direction 
for each key point. Using the gradient of neighborhood pix-
els of key point and distribution features of the direction, 
modulus gradient and direction can be obtained as follows: 
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In which, 
  
m(x, y)  and 

  
(x, y) are the gradient module 

and orientation of the key point (x,y) respectively. L is the 
scale of the key point. Sampled within the neighborhood 
window centered at key points, using histogram to estimate 
gradient directions of neighbor pixels. The range of gradient 
histogram is 0 ~ 360 degree, each 10 degrees belongs to one 
direction. The peak value of the histogram denotes the main 
direction of the key points in the neighborhood gradient, 
which is the direction of the key point. 
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2.2.4. Generate Descriptors for Key Points 

Firstly, rotating coordinate to the direction of the key 
point to ensure the rotation invariance. secondly, selecting  
8  window centered at the key point, then to calculate 
gradient direction histogram at eight directions on each small 
pieces of 4 4, and draw the accumulative value of each 
gradient direction, a seed point can be formed .In this way a 
point is composed of 2 seed points, every seed point has 
eight direction vector information. This idea of neighbor-
hood directional information coalition enhances the algo-
rithm’s ability to overcome noise, at the same time provides 
good fault tolerance for the feature matching with position-
ing error. 

3. EXPERIMENTS OF THE PRESENTED ALGORITHM 

In this paper, three groups of experiments were conduct-
ed .The first one is a contrast experiment between the algo-
rithm presented in this paper and the traditional optical flow 
algorithm in the case of a single moving object covered by 
some shelter .The second experiment is performed to further 
verify the proposed algorithm about tracking a single moving 
target with covered cases on the performance of real-time 
and accuracy .The third experiment is conducted to verify 
the proposed algorithm about tracking multiple moving tar-
gets with covered cases on the performance of real-time and 
accuracy .In this paper, MATLAB software is used to pro-
gram the algorithms, the test environment is a computer with 
a 2.5 GHz CPU, an operating system of Win8 and a 
Matlab2014 software platform . The image resolution of the 
video used in experiment 1 is  240 320 , and  600 400  in 
videos used in the second and the third experiment. 

3.1. The Results of the First Experiment  

The results of key steps in the implementation process of 
the algorithm proposed in this paper are shown in Fig. (3) to 
Fig. (6). Fig. (5) is the tracking result of the traditional opti-
cal flow method. 
 

      

          (a) The original frame            (b) The optical flow 

      

       (c) Morphological Processing  (d) Moving target detected 

Fig. (3). Target detecting based on optical flow. 

 

Extract SIFT feature point sets of the target area after the 
moving target is detected and the result is shown in Fig. (4), 

the feature points extracted using SIFT algorithm are denot-
ed by blue circles in the figure. 
 

 

Fig. (4). SIFT feature points of the moving target. 

 

After the moving target is detected and its SIFT feature 
points are extracted, track the feature points of the target 
instead of optical flow point using optical flow technology . 
Part of tracking results of the proposed algorithm are shown 
in Fig. (6). Fig. (5) shows parts of the tracking results of the 
traditional optical flow method. 
 

      

               (a) The 30th frame                   (b) The 85th frame 

      

               (c) The 98th frame                   (d) The 102nd frame 

Fig. (5). Tracking results of the traditional optical flow method. 

 

      

                 (a) The 30th frame                 (b) The 85th frame 

      

                 (c)The 98th frame                  (d) The 102nd frame 

Fig. (6). Tracking results of the modified optical flow method. 
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3.2. The Results of the Second Experiment 

In order to verify the tracking stability of the proposed 
algorithm for non rigid objects with covered conditions, the 
algorithm was tested using another video .The tracking re-
sults are shown in Fig. (7). 
 

      

  (a)  (b) 

      

  (c)  (d) 

Fig. (7). Tracking result of the second experiment. 

 

3.3. The Results of the Third Experiment 

There usually exist multiple moving targets in a natural 
environment, and the environment will be relatively compli-
cated, which makes it more difficult to track targets and the 
requirement to the algorithm will be higher. So that such 
environment is more persuasive to verify the reliability of 
the algorithm. Fig. (8) shows tracking results of the present-
ed algorithm in multi-target with covered case. 
 

      

                       (a)                                           (b) 

      

                             (c)                                            (d) 

Fig. (8). Tracking results of the third experiment. 

 

4. ANALYSIS OF THE RESULTS 

It can be seen from the tracking results of the 98th frame 
and the 102nd frame in Fig. (6) that the traditional optical 
flow method is not stable when the target occlusion happens 
.In the 98th frame targets has small covered area, tracking 
box can't pinpoint the target area, in 102nd frame targets have 
large covered block tracking failed .The contrast is visible in 
this paper, the proposed algorithm has been improved on the 

accuracy of target tracking. Fig. (7) verified the algorithm 
again that it can achieve the tracking completely when there 
exists occlusion. Tracking results in Fig. (8) show that the 
proposed algorithm can complete all of the moving targets 
tracking in the vision scope, and can still correctly track tar-
gets even if they are sheltered by shelters .The accuracy and 
computing time of the video used in the first experiment 
based on the improvement algorithm and the traditional opti-
cal flow tracking method has been calculate respectively, and 
compared their accuracy and time consumption in Table 1. 
The accuracy and time consumption of the second and the 
third verified experiment are listed in Table 2. 
 

Table 1.  Comparison of traditional method and the modified 

method. 

 
Traditional optical 

flow tracking 

The modified  

optical flow tracking 

Tracking accuracy 86% 99% 

Target tracking time 

consumption 

(ms/frame) 

0.35 0.23 

 

Table 2.  Accuracy and time consumption of verified experi-

ments. 

 
The second  

experiment 

The third  

experiment 

Time consumption 

(ms/frame) 

0.32 0.33 

Tracking accuracy 99% 96% 

 
It is easy to know from Table 1 that the modified algo-

rithm improved the tracking accuracy by 13%, and reduce 
0.12 ms on tracking time consuming than the conventional 
optical flow tracking algorithm. This is because the goal 
SIFT feature points was adopted to replace the optical flow 
point to track the target. Another reason is that the image 
pyramid was used to reduce time .As video resolution used 
in the second experiment and the third experiment is higher 
than that in the first experimental video so the time con-
sumption increased as shown in Table 2, but is still lower 
than the traditional optical flow tracking. The tracking accu-
racy of the third experiment decreased because of the com-
plicated environment, but it is still within the acceptable 
range of application. 

CONCLUSION 

Through comparison between the improved algorithm 
and the traditional optical flow tracking algorithm on track-
ing accuracy and time consumption proves that the improved 
algorithm has better robustness and real-time performance .It 
is proved by the second experiment and the third experiment 
that the improved algorithm can achieve tracking single 
moving target and multiple moving targets successfully in 
case of occlusion. 
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