
Send Orders for Reprints to reprints@benthamscience.ae 
398 The Open Automation and Control Systems Journal, 2015, 7, 398-403  

 
 1874-4443/15 2015 Bentham Open 

Open Access 
Integrating Entity and Attribute for Object Similarity 

Rui Xie*,1,2, Zhifeng Hao2 and Bo Liu1 

1School of Automation, Guangdong University of Technology, Guangzhou, Guangdong, 510006, P.R. China; 2School of 
Computers, Guangdong University of Technology, Guangzhou, Guangdong, 510006, P.R. China 

Abstract: In this paper, we propose a new object similarity algorithm (OSA) to address the problem of similarity calcula-
tion on the complex graph network by integrating the entity and attribute similarity of the graph node. Our proposed 
method can solve the similarity judgment of the objects, which are typically lack of links or attributes. Extensive experi-
ments results have shown that our proposed object similarity method has the advantage of assessing the similarity of ob-
jects comprehensively. Our method can correct the one-sided judgment errors and improve the ability to distinguish simi-
larity of graph objects. 
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1. INTRODUCTION 

In recent years, many forms of networked social media, 
such as Microblog, Twitter, Facebook, and Wechat, have 
been rapidly burgeoning in terms of their membership and 
popularity. In the information and social networks, they may 
contain different kinds of attributes, and the similarity is of-
ten used to analyze the objects to find the common feature, 
hobbies, etc. This has led to a tremendous interest in the field 
of managing and mining information networks [1-4]. In ad-
dition, it can be used to cluster objects and applied in the 
recommendation system [5-7]. Many domestic and foreign 
researchers have proposed a variety of methods to measure 
the similarity of objects. In general, they are mainly based on 
semantic similarity [8] and link-based similarity [9, 10] in 
the homogeneous network or heterogeneous network. The 
problem of similarity measurement has been studied exten-
sively in the data mining and machine learning community 
[11-15]. 

However, most of these methods are not designed for 
complex networks. In the complex networks, there is a cer-
tain relationship in the objects and they may have same 
properties. We can analyze the similarity of these objects by 
the similarity measure. Unfortunately, some of the objects 
may be missing links or properties by accident in the data 
collection process such as noise interference. For this reason, 
it is difficult for link-based measure to analyze similarity due 
to the lack of links or properties. For example, the Google 
and Baidu will not link each other directly, but they are bot h 
search engine companies with high similarity, since they 
both have the search function and provide search services. If 
we search a key work in both the search engines, the Google 
and Baidu may provide similar searching results, even more, 
including the items which are not provided by others. Even 
the two search engines have no direct link, they have high  
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similarity with each other. Another example is that, between 
the Apple Company and the Xiaomi Company, there is a 
very tough competition between them, they do not have 
partnership between them, but they both have the property of 
High-tech information companies, such as they may produce 
similarity products, or they may have the same parts suppli-
ers. In this case, the previous link-based similarity measuring 
methods have difficulty in calculating the similarity of ob-
jects with missing links or attributes.  

This paper addresses the problem of the network with 
lost link or missing attributes in the object similarity meas-
ure. We propose a novel method, called the object similarity 
algorithm (OSA), to resolve this problem. Contrast with the 
previous SimRank [9] and P-Rank [10] algorithms, our 
method can obtain a more accurate result. Our proposed 
method works in three steps. In the first step, we use P-Rank 
method [10] to compute the entity similarity based on link. 
In the second step, we compute the attributes similarity 
based on semantics. In the third step, we integrate the entity 
similarity and the attributes similarity for the objects similar-
ity. The main contribution of the paper is as follows. 

(1) We propose an attributes link method and improve 
the attributes similarity algorithm by the attributes link, 
which can be well applied in the homogeneous network and 
heterogeneous network. We use the ratio of the attributes 
links and maximum number attributes of the objects; this can 
fully embody the characteristics of the attributes similarity. 

(2) We propose the object similarity algorithm (OSA) to 
solve the problem of lost link or missing attributes in object 
similarity measure. We integrate the entity similarity and the 
attributes similarity for the object similarity, and effectively 
solve the problem of similarity measure lack of information. 
It can enhance the similarity of objects which is similar and 
reduce the similarity of objects which is dissimilar, then 
OSA can improve the performance of similarity computa-
tion.  

(3) We compare the results of SimRank[9], P-Rank[10] 
with our algorithm in the experiments; the results find that 
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our OSA has advantage in dealing with the network lack of 
information, and works well compared with link-based and 
semantics-based methods. 

The rest of the paper is organized as follows: Section 2 
analyzes the entity links and the attributes links in similarity 
of objects; Section 3 proposes our object similarity measure 
method; Section 4 reports the experimental results; Section 5 
concludes the paper and discusses possible directions for 
future work. 

2. LINKS 

The link information reflects the relationships between 
objects in graph G (V, E). In a complex network, the links 
represent the nature of the similarity among different types 
of objects. Therefore, these links are connected to objects in 
heterogeneous networks. Based on this, the similarity prob-
lem can be considered as a link problem in a complex net-
work. It can be described as no links, unidirectional links and 
bilateral links. To make it easy to understand, we give the 
following definitions: 

Definition 1: Entity links 

In a given digraph G (V, E), the entity links means the re-
lationships between objects, they can be classified into three 
categories: 
(1) No Link: It means that two entities have no relationship, 

it can be denoted as R(vi,vj)=0(and R(vj,vi )=0). 
(2) Unidirectional Link: It means that two entities have rela-

tionship but only one direction, it can be denoted as 
R(vi,vj)=1(or R(vj,vi )=1). 

(3) Bilateral Link: It means that two entities have a bidirec-
tional relationship , it can be denoted as R<vi,vj>=1(that 
is R(vi,vj)=1 and R(vj,vi )=1). 
Above, R is the entity link, and Vi, Vj are the entity 

nodes, R(vi,vj)=1 means that the link-direction is Vi pointing 
to Vj. 

Definition 2: Attribute links 

The attributes links reflect relations between attributes of 
each object. 

(1) In a homogeneous network, the attribute links means 
that two attributes of different entities have same values, it 
can be denoted as L(aij,aji)=1(and L(aji,aij)=1);otherwise, 
L(aij,aji)=0(and L(aji,aij )=0). 

(2) In a heterogeneous network, the entities and the links 
have different types, so the attribute links mean that two dif-
ferent entities have same attributes, it can be denoted as L 
(aij,aji)=1(and L(aji,aij)=1);otherwise L (aij,aji)=0(and 
L(aji,aij)=0). 

Above, L is attribute link, and aij is the j-th attribute of i-
th entity. In the paper, the attribute is directly connected to 
an entity and indirect attributes belong to other entities, so 
the attribute links have no direction and no transitivity, it has 
only two cases: attribute link and attribute no link.  

Thus, in a complex network, the relationships between 
objects include four scenarios as shown in Fig. (1): 

3. OUR PROPOSED APPROACH: SIMILARITY 
CALCULATION WITH LOSING LINKS OR MISSING 
ATTRIBUTES 

The complex network consists of many different types of 
objects and relationships. Because every object has different 
properties, we can describe an object as a node entity and its 
properties as node attributes. Then the complex network will 
be consisted of nodes, attributes and their relationships. The 
relationships between the entities reflect the structure of 
complex network and it is the global character for the com-
plex network.  The attributes represent the specific character-
istics of the nodes, so it is the local character for the complex 
network. If the two objects are similar, then there will be a 
certain similarity reflected in the nodes, attributes, or rela-
tionships. It has many measures to judge similarity by se-
mantics and links. The similarity can be analyzed by entities 
and attributes, or measured by links between objects. To 
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Fig. (1a). No link between entity and attributes.        Fig. (1b). Only entity link. 
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Fig. (1c). Entity and attributes links.           Fig. (1d). Only attributes links.  
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analyze the similarity in this paper, we introduce two similar 
concepts of object entity similarity and attributes similarity. 

Definition 3: Entity Similarity 
According to P-Rank, the two entities are similar if they 

are related to similar entities. The meaning of P-Rank is 
elaborated as [10]: 

1. Two entities are similar if they are referenced by simi-
lar entities. 

2. Two entities are similar if they reference similar entities. 
Then the entity similarity, which is called SimE (Vi, Vj), 

can be computed by the links of the entities. It reflects the 
relationship of various objects in the complex network, and 
the entity similarity is determined by the structure of the 
complex network. Hence it describes the global similarity of 
the objects in the complex network. The links in objects will 
have different semantics in the homogeneous and heteroge-
neous networks. Since the objects can dynamically join in 
and exit out a complex network, thus the links will dynami-
cally change according to the nodes, and the entity similarity 
will also be changed promptly. That means the global simi-
larity is dynamic. To analyze the dynamic of the entity simi-
larity in a complex network, we can calculate similarity in a 
regular or irregular time. In this paper, we consider the com-
plex network in a steady state at time t, and then we can cal-
culate the global similarity of the complex network by link-
based measure such as P-Rank. 

Definition 4: Attribute Similarity 
The attribute similarity describes the similarity of two 

objects by the attributes. The attributes are the characters, 
states or parameters of the object. If two objects are similar, 
the similarity will be exhibited by the attributes. Particularly, 
the ratio of the same attributes to the maximum attributes of 
one object is calculated, which reflects the degree of simi-
larity between objects by attributes. In other words, we can 
use the ratio to measure the attribute similarity; the higher 
the ratio, the more similar the objects. And the attribute simi-
larity can be expressed as shown in equation (1): 

i j

| |
SimA(a ,a )=

max(| |,| |)
j j

i j

a a
a a
I

          (1) 

where, ai and aj denote the attributes of i-th object and the j-
th object. And | ai ∩ aj | denotes the number of the same at-
tributes of two objects. The denominator is the maximum of 
attributes in two objects, thus 0≤SimA≤1. If two objects do 
not have the same attributes then SimA=0; if two objects 
have all the same attributes then SimA=1. 

For the attribute similarity, it reflects the local similarity 
of objects in a complex network, and this similarity can also 
judge whether two objects belong to the same class or not. 
On the one hand, in the homogeneous network, all nodes 
from one class which have same attributes, the attribute simi-
larity is the ratio of the number of the same attributes values 
to the total number of attributes in one node; On the other 
hand, in the heterogeneous network, all nodes from different 
classes which have different attributes, thus the attribute sim-
ilarity is the ratio of the same attributes to the maximum at-

tributes of one object. Compared to the dynamic characteris-
tics of entity similarity, the attribute similarity is relatively 
static. In a graph G (V, E), V is the entity and E is the edge 
between the entities, thus R is the relation between entities, 
and A is the attributes of entities. We can conduct the attrib-
ute similarity algorithm that is called ASA as follows: 

Algorithm 1: Attribute Similarity Algorithm--- (ASA 1) 

Input: A direct graph G (V, E) with entities, links, attributes 

Output: A similarity matrix of attribute---SimA (*,*) 

Initialize  

For each Ei �G do 

For each Ej�G do 

If L (aij ,aji) =1 then N=N+1  
M=max (|Ai|, |Aj|) 
R=N/M 
SimA (ai, aj) =R 

Until all the entities have been computed 
Return SimA (*,*) 

It is found that we can use the link-based measure to 
compute the entity similarity, because it has considered the 
relative independent relationships of the objects and got the 
structure information of the complex network. In addition, it 
ignores the influence of the semantic to understand the com-
plex network. Otherwise, it is easy to understand the seman-
tic of the objects, because the attribute similarity is based on 
contents of the text vector space. Both methods have some 
advantages in similarity analysis based on unilateral aspects. 
This paper focuses on the objects similarity with the entity 
similarity and attributes similarity. 

3.1. Similarity 
The complex network is composed of different types of 

objects which have different types of relationships and at-
tributes. Links may exist between objects, or links may not 
exist, and attribute values may or may not be the same in the 
homogeneous network. However, in the heterogeneous net-
work, objects usually have different attributes. Therefore, it 
is difficult to get all the relations and attributes information 
in a real complex network. Thus, it is difficult to measure the 
similarity accurately. In order to comprehensively measure 
object similarity, we introduce the entity relationship model 
which is widely used in the database area. The object simi-
larity is integrated based on entity and attributes similarity in 
our method. 

We treat the objects as the entities, the corresponding 
properties of the objects are considered as the attributes be-
longing to entities, the relationships of objects are treated as 
the relations of entities. Then we can establish the entity re-
lationship of object similarity model G (V, E, R, A) to meas-
ure the similarity.  

3.2. Similarity Measure 
In the G(V,E,R,A) model, we can separately compute the 

similarity of entities that reflects the global similarity, and 
calculate the similarity of attributes that reflects the local 
similarity. Considering the cases of missing links or attrib-
utes lost, it is important to balance the global similarity and 
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local similarity to get the objects similarity. We let λ denote 
the weight factor of the global similarity and (1-λ) denote the 
weight factor of the local similarity. We can change the coef-
ficient of both similarities to adjust their weights on the ob-
jects similarity. Then we can get the following expression for 
the objects similarity, as shown as equation (2): 
Sim(a,b)=λ×simE(a,b)+(1-λ)×simA(a,b) (0≤λ≤1) (2)  

Where Sim (a, b) represents the similarity between object 
a and object b. Sim (a, b) = 0 means two objects are com-
pletely different, and Sim (a, b) = 1 means two objects are 
the same object. As discussed before, λ is the entity similari-
ty (global similarity) coefficient which reflects the entity's 
contribution to the object similarity, and (1-λ) is the attrib-
utes similarity (local similarity) coefficient that reflects the 
attribute’s contribution to the object similarity. How to select 
the value of λ is important to measure the object similarity. 
In general, the two weight factors are equally important, it 
can be taken as λ=0.5; in some special cases, the entity simi-
larity is more important than the attribute similarity, then 
λ>=0.5, otherwise λ<0.5; we can also use the sufficient in-
formation of links or attributes to select the value of λ. If 
links information is not sufficient, then λ<0.5, otherwise 
λ>=0.5. We used λ=0.5 in the experiment. 

3.3. Object Similarity Algorithm 
The object similarity integrates the entity similarity and 

attributes similarity, which includes link-based information 

and semantic-based information. Then the object similarity 
takes the advantage of local similarity and global similarity 
in the complex network. We can use P-Rank algorithm to 
compute the entity similarity and use ASA to compute the 
attributes similarity separately, then according to Equation 
(2), the objects similarity algorithm can be expressed as fol-
lows: 

Algorithm 2: Object Similarity Algorithms---OSA 2 

Input: complex network G, weight (V, E, R, A), factor λ=0.5 

Output: The similarity matrix of objects--- Sim (a, b) 

For each a, b� G do / * initialize * / 

If a == b then Sim (a, b) = 1 

Else Sim (a, b) = 0 

For each a, b �G do 

/ * P-Rank algorithm compute entity similarity * / 

SimE (a, b) = P-Rank (a, b)  

/* ASA compute attributes similarity*/  

SimA (a, b) = ASA (a, b)  

Sim (a, b) *= λ × SimE (a, b) + (1-λ) × SimA (a, b) 

Sim (a, b) = Sim (a, b) * 

Return Sim (*, *) 

c

m1 m2 m3

p1 p3p2 p4

Entity link

Attribute link

 
Fig. (2). The experiment graph. 

Table 1. The computation result. 

Object Pair SimRank P-Rank OSA 

{c,c} 1 1 1 

{m1,m2} 0.4 0.42 0.335 

{m1,m3} 0.4 0.38 0.190 

{m2,m3} 0.4 0.295 0.3975 

{p1,p2} 0.56 0.283 0.3915 

{p1,p3} 0.32 0.176 0.1713 

{p3,p4} 0.32 0.124 0.1453 
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The algorithm needs n2 spaces to store the similarities of 
objects in the object similarity method, it is also required for 
the entity similarity algorithm and the attributes similarity 
algorithm, and finally it needs 3* n2 space together to store 
the three similarity matrices. Then the space complexity is O 
(n2); the worst time complexity of P-Rank algorithm is O(n4) 
in the entity similarity computation process, and the worst 
time complexity is O (n4) in the attributes similarity. So the 
worst time complexity of the object similarity algorithm is 
O(n4) as well, therefore it is not suitable for large-scale net-
work computing. 

4. EXPERIMENTS AND RESULT ANALYSIS 

To compare with the result of SimRank and P-Rank 
methods, we use the data of SimRank [9] and P-Rank [10] in 
our experiments, and we add the attributes links into objects. 
Then we use SimRank, P-Rank and our proposal OSA to 
compute the similarity of Fig. (2) which is used in SimRank 
and P-Rank. 

We can get the result of similarity of Fig. (2) as shown in 
Table (1): 

It has obvious influence on the similarity after the intro-
duction of the attributes similarity to the object similarity. 
From the experimental results, we can find that : (1) For the 
same object's self-similarity, the three algorithms give the 
same similarity, such as the data {c,c}; (2) The object simi-
larity has the same ability as P-Rank so that it can distin-
guish the similarity as SimRank, such as data {m1, m2}, 
{m1, m3}, {m2, m3}, and data {p1, p3}, {p3, p4}. (3) The 
object similarity has enhanced the ability to distinguish the 
similar objects. This means that the similar objects will re-
veal their similarities not only by links but also by attributes, 
and the two factors will balance and restrict each other. On 
the one hand, if the two objects have much similarity by 
links but less similarity by attributes, then we can conclude 
that the two objects are not really similar in some aspects, 
such as data {m1, m2}, {m1, m3}, and data {p1, p3}. On the 
other hand, if the two objects have no links that means they 
have no entity similarity, but they have attributes similarity, 
then we can compute their object similarity and infer that 
they lost links due to some reasons, such as data {m2, m3}. 
So the object similarity enhances the similarity of objects 
which are similar originally and reduces the similarity of 
objects which are dissimilar, then it can correct the inaccura-
cy of the similarity obtained from only one aspect. 

CONCLUSION 

In this paper, the object similarity has taken into account 
the entity similarity and the attributes similarity. It has 
avoided the partiality of the similarity measure as discussed 
before, and provided a good solution for some objects which 
is lack of links or attributes information caused by accident 
or intention. Our proposed method can be applied in both 
homogeneous and heterogeneous networks. In the future, we 
intend to improve the algorithm to reduce the complexity 
and apply it in the large-scale network. 
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