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Abstract: Particle swarm methods are inspired from the dynamics of social interaction and employ information sharing to 

seek solutions to difficult optimisation problems. In this paper we introduce an approach that combines ideas from particle 

swarm optimisation (PSO) and the theory of nonextensive statistical mechanics. We develop two algorithms that adopt 

this approach and conduct an experimental study using benchmark functions to investigate their effectiveness in nonlinear 

optimisation. Results appear to be promising, as the tested algorithms outperform in most cases the standard PSO and 

other, recently proposed, PSO variants. 
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INTRODUCTION 

 In swarm intelligence, the models of social animals are 

used to create software agents that cooperate to solve com-

plex problems [1]. Simulated annealing [2], genetic and evo-

lutionary algorithms [3], and swarm intelligence [4, 5], have 

been very popular in nonlinear optimisation and computa-

tional intelligence applications. These methods perform 

global exploration of a search space and have been used ex-

tensively where the task can be formulated as a search or 

optimisation problem. 

 Among all these methods, the Particle Swarm Optimisa-

tion (PSO) algorithm is an evolutionary computation tech-

nique for global optimisation [5]. It is inspired by bird 

flocks’ behaviour and was proposed as a population-based 

method; an efficient alternative to Genetic Algorithms (GA) 

[6]. Studies and comparisons between PSO and the standard 

GA [7, 8] showed that PSO may exhibit problematic behav-

iour when it reaches a near optimal solution in several real-

valued function optimisation problems. To some extent, PSO 

could also be considered similar to other evolutionary algo-

rithms [6, 9, 10]. However, it differs from these methods as 

it does not apply evolutionary operators to the population in 

order to generate potentially better solutions. Nowadays the 

selection of PSO in real applications is based on its effi-

ciency in solving a plethora of problems in science and engi-

neering [11-13]. 

 This article introduces new variants of the PSO devel-

oped within the framework of statistical mechanics. In par-

ticular, the proposed schemes are inspired from the theory of 

nonextensive statistics [14]. Although, models based on non-

extensive statistics have not been used for explaining real 

bird flocking behaviour, they are often encountered in  
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modelling natural systems that are considered to be noner-

godic with stationary states, which are metastable and long-

lived. 

 In this paper we introduce this approach for perturbing 

the states of the PSO model. We develop two new PSO vari-

ants that use a new type of constriction factor based on non-

extensive entropy to control velocities without compromis-

ing the diversity of search. We further compare the new vari-

ants against the standard PSO, the Fuzzy Particle Swarm 

Optimiser (FPSO) [15, 16], and the Hybrid Particle Swarm 

Optimiser with mass extinction (HPSO) [17]. 

 The paper is organised as follows. In the next section we 

describe the fundamentals of the PSO method. Then we pro-

ceed with a discussion about basic concepts from statistical 

mechanics that are important in our approach. The paper 

continues by introducing central notions from nonextensive 

statistics, and describing the proposed variants of the PSO 

method and their nonextensive components. Lastly, an ex-

perimental study is presented and the results are discussed. 

The paper ends with concluding remarks. 

BRIEF OVERVIEW OF THE PARTICLE SWARM 
OPTIMISATION METHOD 

 It has been found that PSO is robust in finding good solu-

tions for nonlinear, non differentiable functions with multi-

ple optima and even for time-varying systems [4, 18, 19]. 

PSO belongs to the class of swarm intelligence algorithms, 

which are inspired from the social dynamics and emergent 

behaviour that arises in socially organized colonies. It is a 

derivative free optimisation method [5], and has been used 

with reasonable success in many applications especially in 

cases where traditional optimisation methods “fail”' or when 

we are looking for a “reasonable” level of “accuracy” within 

a time limit. 

 PSO is a population based method, i.e. it exploits a popu-

lation of individuals to probe for promising regions of the 

search space, simultaneously. The population is called a 
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swarm and the individuals (i.e. the search points) are called 

particles. The movement of the particles is stochastic; how-

ever it is influenced by the particle’s own memories as well 

as the memories of its peers. A minimisation (or maximisa-

tion) of the problem topology is found both by a particle 

remembering its own past best position and the entire 

swarm’s best overall position. A typical PSO algorithm con-

sists of the velocity and position equations, which are given 

below: 
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where i is the particle index, vi (t)  is the current velocity of 

the i-th particle, 
 

t( )  is an inertia function (usually a linearly 

decreasing one), 
 
x

i
t( )  is the current position of the i-th parti-

cle, 
 
p

i
 is the position with the best fitness value visited by 

the i-th particle, pg(t )  is the particle with the best fitness 

among all the particles (best position found so far - global 

version of the PSO), r  is a positive constant called accelera-

tion constant, and n1  and n2  are random numbers uniformly 

distributed in [0, 1]. 

 Many variants of the PSO have been proposed so far fol-

lowing Eberhart and Kennedy’s influential work in this area 

[5, 7]. A Fuzzy PSO algorithm, proposed by Shi and 

Eberhart [15], demonstrated reliable performance in many 

cases. This technique adapts dynamically the inertia weight 

of the PSO to improve its performance. Another modifica-

tion of the PSO, the Hybrid Particle Swarm Optimizer 

(HPSO) [17] produced even better results on unimodal and 

multimodal functions using mass extinction. Other PSO 

variants proposed in the literature were equipped with Gaus-

sian mutation [20], or used Gaussian distributions to update 

the PSO velocities [21]. Lastly, an adaptive Hybrid PSO 

method [22], which modified the sufficient conditions for the 

asymptotic stability of the acceleration factor, was proposed 

to improve the performance of a fuzzy controller for a linear 

motor driving servo-system. 

STATISTICAL MECHANICS 

 Statistical mechanics has been the first foundational 

physical theory in which probabilistic concepts and probabil-

istic explanation played a fundamental role. Statistical me-

chanics deals with the macroscopic equilibrium properties of 

large systems of elements that are subject to the microscopic 

laws of mechanics [23-25]. It provides a framework for relat-

ing the microscopic properties of individual atoms and mole-

cules to the macroscopic properties of materials that can be 

observed in every day life. It consists of mechanics plus the-

ory of probabilities and has widespread applications, includ-

ing applications to physical, chemical, biological systems, 

and other interdisciplinary applications such as optimisation 

techniques [26-29]. 

 A standard assumption of statistical mechanics is that 

quantities like energy are “extensive” variables, meaning that 

the total energy of the system is proportional to the system 

size; similarly the entropy is also supposed to be extensive. 

Generally, at least for the energy, this is justified by appeal-

ing to the short-range nature of the interactions which hold 

matter together, form chemical bonds etc. On the other hand, 

suppose that one deals with long-range interactions, most 

prominently gravity. Then, one can find that energy is not 

extensive, which might call for a generalisation of the stan-

dard theory. 

 Statistical mechanics is widely known through Boltz-

mann’s statistical interpolation of the second law of thermo-

dynamics. The celebrated Boltzmann principle is 

),ln(WkS =  where k is a thermodynamic unit of measure-

ment of entropy and is known as Boltzmann constant 

k = 1.33 10
16
erg

.C , and W, called thermodynamic probability, or 

statistical weight, or “degree of disorder”, which is the total 

number of microscopic complexions compatible with the 

macroscopic state of the system. 

 Boltzmann’s Statistical Mechanics is based on the 

Boltzmann-Gibbs (BG) entropy: 

SBG = k pi ln(pi )i=1

W , 

with pi = 1i=1

W  that provides exponential laws for describing 

stationary states and basic time-dependent phenomena, 

where {pi} are the probabilities of the microscopic configu-

rations, and k > 0. This form is known to be the correct en-

tropic form for ergodic systems [30]. 

 Lastly, it is worth to mention an effort to generalise the BG 

entropy through Renyi entropy [31, 32]. This is an extensive 

entropy for independent systems, which is defined as: 

  

S
q
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i

q

i

W
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where q is a continuous parameter. 

 A general assumption behind statistical mechanics is that 

the systems being simulated are believed to be ergodic. Er-

godicity is a property that is usually postulated for a system 

in order to make many analytical and computational tasks 

tractable. The postulate is seldom justified from first princi-

ples. Instead, calculations for a system are performed assum-

ing ergodicity. Then if theoretical predictions agree with 

experiments (actual or numerical), this is taken as evidence 

that the assumption is valid. Nowadays, many interesting 

systems are in fact nonergodic. Such complex systems can, 

in many cases, be handled within the so called Nonextensive 

Statistical Mechanics [14, 30], a current generalisation of the 

standard statistical mechanics. 

NONEXTENSIVE STATISTICS FOR PARTICLE 
SWARM OPTIMISATION METHODS 

Nonextensive Statistics 

 Boltzmann’s Statistical Mechanics is widely used for 

systems that are in stationary states characterised by thermal 

equilibrium consistent with ergodicity. Nonextensive Statis-

tical Mechanics is an alternative which has been proposed as 
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a way of dealing with anomalous systems through mathe-

matical methods [14, 30]. 

 A Nonextensive thermostatistics, which recovers the ex-

tensive BG mechanics as a particular case, was proposed in 

1988 by Tsallis in order to correctly cover at least some of 

the known anomalies [14]. Some anomalous systems are 

considered to be nonergodic systems with stationary states 

that are metastable and long-lived. Nonextensive Statistical 

Mechanics exhibits apparent success for certain closed sys-

tems as well as in many open systems in biology, economics 

and other fields. 

 The Nonextensive Statistical Mechanics is based on the 

Tsallis entropy, which has been defined [14] as: 

  

S
q

k
1 p

i

q

i=1

W

q 1
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where W is the total number of microscopic configurations, 

whose probabilities are {pi}, and k is a conventional positive 

constant. When q = 1, Eq. (4) reproduces the 
BG
S  entropic 

form. 

 The nonextensive entropy 
qS  achieves its extreme value 

at the equiprobability ,,/1 iWpi =  and this value is equal 

to Sq =
W 1 q 1

1 q
 [14, 30]. This entropic form possesses the 

nonextensivity property: for independent systems, it is 

subextensive for q > 1, superextensive for q < 1, and for q = 

1 recovers to BG entropy, which is extensive [30]. 

 Recently another generalisation of the BG form, the nor-

malized nonextensive entropy, was independently introduced 

in [33] and [34]. The form of this entropy is: 

  

S
q

N (1 [ p
i

q

i

W

] 1) / (1 q) .          (5) 

 We should remark at this point that for q > 0 both the Sq  

and the SBG  entropies satisfy the following three important 

properties, while the Renyi and Sq
N  entropy violate all of 

them [30]: the first property is concavity, which is related to 

thermodynamic stability or robustness concerning the fluc-

tuations of energy and other quantities. The second property 

is stability or continuity that is the experimental robustness, 

i.e. similar experiments should provide quantitatively similar 

results. Finally the finiteness of the entropy that characterises 

the gradual exploration of the available phase space is the 

third property. 

 The Sq , Sq
R ,Sq

N  entropies, under the same conditions, have 

in common the optimising distribution as all of them depend 

on pi
q

i
. Hence any of them could be expressed as a func-

tion of the other two. All of them lead to the same q expo-

nential optimising distribution [30]. 

 Next we give the relationship between the previously 

defined entropies and the Tsallis entropy, which will be used 

in the rest of this article, and in the PSO variants proposed. 

Renyi entropy is related through a monotonic function to the 

nonextensive entropy: 

  

S
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R (ln p
i

q

i

W

) / (1 q) = ln[1+ (1 q)S
q
] / (1 q)          (6) 

 For q = 1 the SBG  is represented by S1 , or S1
R , or finally 

by S1
N . Finally the normalised entropy has a strong relation-

ship with the nonextensive entropy by: 
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 Nowadays the idea of nonextensivity has been used in 

many applications. Nonextensive statistical mechanics has 

successfully been applied in physics (astrophysics, astron-

omy, cosmology, nonlinear dynamics etc.) [35-37], chemis-

try [38], biology [39], economics [40], computer science 

[41], and other disciplines [30]. 

Nonextensive PSO Variants 

 The PSO-based methods introduced here are character-

ised by the nonextensive entropic index q. The optimisation 

of the entropic form in Eq. (4) under appropriate constraints 

[14], yields for the canonical ensemble: 

  
p

i
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1
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where  is a Lagrange parameter, { i} is the energy spec-

trum, and the q-exponential function is: 

  

e
q

x [1+ (1 q)x]

1

(1 q)
=

1

[1 (q 1)x]

1
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 The first PSO variant, named the Nonextensive Hybrid 

PSO (NHPSO), makes use of the q-exponential function of 

Eq. (9) for adaptive searching [41] by incorporating a sto-

chastic constriction factor into the PSO: 

  
Q

(T ,k )
= e

q

T (ln 2)k
= [1 (1 q)T (ln 2)k]

1

1 q ,        (10) 

where T is the temperature and k indicates iterations (genera-

tions). In this version of the NHPSO, particles have no 

neighbourhood restrictions, the velocity equation uses an 

inertia weight, as it is in the classical version of the PSO 

method, and the location of a particle is updated as: 

  
x

id

k+1
= x

id

k
+ Q

i(T ,k )
v

id

k ,         (11) 

where Qi(t ,k )
 is defined by Eq. (10). By tuning the entropic 

index q and the temperature T, the term 
),( ktiQ  provides an 

alternative to using a fixed constriction coefficient [42, 43] 

for balancing two important PSO functions: velocity control 

and search diversity. 

 Next, we present another variant that incorporates an 

adaptive schedule for evolving the influence of the parame-

ters T and q. This PSO variant, named the Nonextensive 

Evolving PSO (NEPSO), is inspired by [44, 45] and uses a 

cooling procedure, which defines a relationship between the 
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temperature T and the entropic index q values. The applica-

tion of cooling helps to regulate better the PSO algorithm. In 

this way, the behaviour of the NEPSO is getting more sto-

chastic, compared to the PSO and the NHPSO, during the 

initial stages of the search process and then gradually it be-

comes more deterministic as the number of iterations in-

creases. Thus, the algorithm will hopefully avoid oscillations 

and converge faster as the process is getting close to the 

neighbourhood of a good minimiser. 

 In NEPSO, the velocity equation and the location of a 

particle are updated as in NHPSO but the term 
),( kTQ  is 

changing dynamically by the cooling schedule that is de-

scribed in the following equation: 

  

T = T
0

[
2q 1 1

(1+ k)q 1 1
], q > 1 ,        (12) 

where T0 is the initial temperature, T is the current tempera-

ture, k is the number of iterations (generations), and q is the 

Tsallis entropic index. This cooling procedure makes the 

temperature to decrease as a power-law of time, in contrast 

to the much slower decrease (logarithmic in time) of the q = 

1 case. 

EXPERIMENTAL STUDY 

 We conducted a set of experiments to empirically evalu-

ate the performance of the NHPSO, and NEPSO and com-

pare it with the standard PSO (PSO), the Fuzzy Particle 

Swarm Optimizer (FPSO) [15, 16], and the Hybrid Particle 

Swarm Optimizer with mass extinction (HPSO) [17]. All the 

experiments were performed in Matlab using the revised 

PSO toolbox Psotb-beta-0.3. The statistical significance of 

the results has been analysed using the Wilcoxon test [46]; 

this is a nonparametric method that is considered an alterna-

tive to the paired t-test. All statements in the tables reported 

below, refer to a significance level of 0.05. Statistically sig-

nificant cases are marked with (+), while a (–) symbol next 

to a result indicates a case where the difference between the 

new variants’ results and the result of another algorithm is 

not statistically significant. 

 We have used three well-studied functions, namely the 

Rastrigrin, Rosenbrock and Griewank functions. All of them 

have the same minimum values, which are equal to zero, and 

they are minimisation problems. The generalized Rastrigrin 

function is described by the following equation: 
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whilst the equation of the Rosenbrock function is: 

  

f
2
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2 10cos(2 x
i
) +10)
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 Lastly, the generalised Griewank function is defined as: 

  

f
3
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4000
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Problem Settings 

 Following the guideline of [9, 15], the asymmetric ini-

tialisation method [8] was adopted for the population initiali-

sation. The initialisation ranges and the Vmax and Xmax values 

were set as suggested in [15]. Lastly, the fitness function was 

set as the function value, and the acceleration constant was 

equal to 2. For the FPSO method we have followed the 

guideline of [15] and the Vmax and Xmax values were the same 

as those in [15]. 

 We have used swarms with m = {20, 40, 80} particles for 

each function using dimensions D = {20, 30}; the maximum 

number of generations (iterations) was set to 1500 and 2000 

respectively, and 100 different runs were performed for each 

case. 

 We did not try to optimise the parameters of the new 

variants, as the aim of these experiments was to explore the 

robustness of the approach and the ability to converge de-

spite the perturbations without fine-tuning. Nevertheless we 

tried different sets of parameters and find out that there is a 

range of q values (1.1<q<4.0) where the methods perform 

reasonably well in all cases. As a rule of thumb, when the 

problem is getting more complicated (high dimensionality), 

it may be beneficial to apply large values for the q, while 

decrease the value of q as the dimension of the problem re-

duces. Below we give some typical examples of behaviour 

from the combinations tried. 

Table 1. Average Fitness Values for the Rastrigrin Function 

Algorithms m=20 

D=20 

m=20 

D=30 

PSO 25.5 (+) 51.2 (+) 

FPSO 25.2 (+) 58.4 (+) 

HPSO 24.9 (–) 45.5 (–) 

NHPSO 25.0 44.2 

NEPSO 24.1 44.1 

 m=40 

D=20 

m=40 

D=30 

PSO 18.5 (+) 41.2 (–) 

FPSO 18.0 (+) 40.2 (–) 

HPSO 16.0 (+) 31.1 (–) 

NHPSO 15.2 40.6 

NEPSO 14.2 38.6 

 m=80 

D=20 

m=80 

D=30 

PSO 13.6 (+) 33.3 (+) 

FPSO 12.8 (+) 29.5 (+) 

HPSO 10.1 (+) 24.0 (+) 

NHPSO 9.0 22.5 

NEPSO 12.1 23.6 
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Presentation of Results 

 Table 1 shows results for the Rastrigrin function. The 

temperature was set at T=0.0001 and q=2 for the NHPSO; 

T=0.001 and q=2.5 for the NEPSO. The new methods out-

perform the standard PSO in most cases, and present slight 

improvement compared to the other variants. 

Table 2. Average Fitness Values for the Rosenbrock Function 

 

Algorithms 
m=20 

D=20 

m=20 

D=30 

PSO 252.6 (+) 322.4 (+) 

FPSO 208.3 (+) 203.8 (+) 

HPSO 192.5 (+) 188.0 (+) 

NHPSO 141.5 180.9  

NEPSO 120.5 160.0 

 
m=40 

D=20 

m=40 

D=30 

PSO 180.97 (+) 269.7 (+) 

FPSO 163.88 (+) 175.0 (+) 

HPSO 158.97 (+) 122.9 (+) 

NHPSO 64.00 111.0 

NEPSO 74.50 116.4 

 
m=80 

D=20 

m=80 

D=30 

PSO 97.2 (+) 205.5 (+) 

FPSO 56.0 (+) 124.4 (+) 

HPSO 48.9 (+) 164.4 (+) 

NHPSO 34.7 70.1 

NEPSO 44.5 60.1 

 

 Table 2 shows the average fitness for tests in the Rosen-

brock function; q=1.5 and T=0.001 for the NHPSO and 

T=0.01 for the NEPSO. 

 Figs. (1) and (2) show that the reduction of the average 

fitness per generation by the new variants is better than the 

standard PSO; these curves were produced by taking the 

average of 20 runs using a population of 20 particles and a 

problem dimensionality of 20. 

 The last test, Table 3, highlights the performance of the 

new variants in the Griewank function; q=1.5 and T=0.01 for 

the NEPSO; T=0.0001 and q=1.5 for the NHPSO. 

 Fig. (3) exhibits the reduction of the average fitness cal-

culated over 20 runs; these results were produced by a popu-

lation of 20 particles and a dimensionality of 20. It appears 

the new variants offer a viable alternative even without fine 

tuning their parameters. 
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Fig. (1). The average fitness performance for Standard PSO (SPSO) 
and the new variants in the Rosenbrock functions. 
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Fig. (2). The average fitness performance for Standard PSO (SPSO) 
and the new variants in the Rastrigrin function. 

CONCLUDING REMARKS 

 In this paper, we proposed an approach that equips Parti-

cle Swarm Optimisation algorithms with mechanisms in-

spired by principles of nonextensive statistics. The two vari-

ants introduced in the paper exploit the nonextensive en-

tropic index q and adaptive temperature control to regulate 

the stochasticity of the methods. 

 The nonextensive components introduced in the paper 

could also be used to equip other PSO variants, such as the 

HPSO method that performed well in many cases in our ex-

periments. This kind of investigation as well further testing 

in different classes of problems is at the core of our research 

agenda in the near future in order to fully explore the advan-

tages of these techniques, optimise the parameter values and 

identify possible limitations. 
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Table 3. Average Fitness Values for the Griewank Function 

 

Algorithms 
m=20 

D=20 

m=20 

D=30 

PSO 0.027 (+) 0.0150 (+) 

FPSO 0.026 (+) 0.0140 (+) 

HPSO 0.025 (+) 0.0125 (–) 

NHPSO 0.024 0.0120 

NEPSO 0.022 0.0120 

 
m=40 

D=20 

m=40 

D=30 

PSO 0.032 (+) 0.014 (+) 

FPSO 0.029 (+) 0.012 (+) 

HPSO 0.027 (+) 0.011 (–) 

NHPSO 0.021 0.009 

NEPSO 0.028 0.010 

 
m=80 

D=20 

m=80 

D=30 

PSO 0.029 (+) 0.017 (+) 

FPSO 0.028 (+) 0.014 (+) 

HPSO 0.027 (–) 0.013 (+) 

NHPSO 0.027 0.011 

NEPSO 0.027 0.010 
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Fig. (3). The average fitness performance for Standard PSO (SPSO) 
and the new variants in the Griewank function. 
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