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Abstract: For the sharp shortage of energy today, it is particularly important making full use of renewable resources-wind 
energy. An accurate prediction requires being made for the power of wind facility, in order to make the power dispatching 
department prearrange the wind power dispatching plan according to the change of the power, to ensure the safe operation 
of power grid and power balance. The establishment of a wind power prediction model cannot be only efficient and rea-
sonable utilization of resources, but also can greatly reduce the adverse effect that wind power fluctuation will brings 
power balance and frequency on power grid regulation. 
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1. INTRODUCTION 

With the rise of large-scale wind facility, wind energy 
is increasingly being used to power industry. It also brings 
a series of problems to the power system, such as voltage, 
power quality problems and scheduling scheme, especially 
the unpredictable output power of wind facility brings 
great difficulty to the operation of power grids. Prediction 
can not only improve the operation level of the power grid 
of the wind power output, but also can reduce the con-
sumption of non renewable energy, can improve the econ-
omy of power system, and can reduce greenhouse gas 
emissions. The prediction of wind power starts late in Chi-
na, not ready fully to work as foreign countries, for exam-
ple, basic data are not enough for the wind power measur-
ing system needed to prepare, the meteorological infor-
mation monitoring and the collection techniques are not 
mature enough for the wind facility, all of these restrict 
prediction system research and development of wind pow-
er. In order to reach the use of wind energy efficient as far 
as possible, to improve the wind power forecasting accura-
cy, we have the following problems need to be solved:  

The first step: to establish a real-time monitoring of a 
wind power is given by the model data, here we are using 
the time series method, the neural network method, the 
wavelet analysis method, establishing the ARMA model, 
the model of BP neural network, wavelet analysis model 
for three different models. On the one hand, the amounts of 
PA,PB,PC,PD,P4,P58 can be effectively monitored, and 
can be analyzed its accuracy through comparison with 
known amounts to calculate the relative prediction errors 
 
 

more than 15% or not, to test the prediction results meeting 
the relevant requirements of the prediction precision or not. 
On the other hand, the highest accuracy model is obtained 
in contrast to the construction of the three kinds of fore-
casting models, analyzing their advantages and disad-
vantages respectively. 

The second step: the universal rule is obtained the wind 
motor group gathering to the prediction of wind power, 
through comparison of the relative prediction errors of the 
single wind turbine power(PA,PB,PC,PD)and the relative 
errors of the forecast of the multi machine total power 
(P4,P58), analyzing the wind turbines gathering for the 
prediction errors influence.  

The third step: the prediction model of the higher accu-
racy is obtained further analysis by results. The main fac-
tors are analyzed hindering the wind power to further im-
prove the precision of real-time prediction through the es-
tablished models. 

The suitable forecasting model is established making 
full use of the known conditions. The various nonlinear 
and discrete should be fully considered in the wind power 
forecasting, and the given accounts of data not enough 
should be taken into, because the wind speed has the char-
acteristics of instability, uncertainty, unknown, and there is 
a great relationship between prediction of the wind speed 
and the wind power, analysis steps are as follows: 

(1) The model is established the approximation change 
rule of wind power using the known knowledge and con-
tacting the known model; 

(2) For pre real-time prediction using the model estab-
lished, and comparing with the actual values and analyzing 
the stability; 
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(3) Build two wind power forecasting models using the 
same method, on the three prediction models established, 
compare from various aspects of the errors, the accuracies, 
the qualified rates; 

 (4) Analyze the influence of the grid connected power 
forecasts generated by the bisection through the compari-
son of the data obtained; 

(5) The new model, higher than the three models of 
Problem One in the accuracy of the proposed, is put for-
ward based on the thought of Problem One because of the 
important significance of accurate prediction; 

(6) Analyzing the main factors hindering the wind 
power to further improve the real-time forecast accuracy in 
the process of establishing models. 

Process the data in the problem analysis at the same 
time and feedback the questions of the established models 
from the resulting data. 

1.2. Symbolic Description 

(1) t is time points per day, of which   0 ! t ! 96  
(2) p is autoregressive term in time series model  
(3) q is the moving average term in time series model 
(4) r1is the accuracy rate of predicting plan curve 
(5) PMk is the actual average power of the k period  
(6) PPk is the prediction average power of the k period  
(7) N is the evaluation of total numbers of day period 

(take 96 points -- free assessment points) 
(8) Cap is the boot capacity of the wind facility  

2. THE ESTABLISHMENT OF THE ARMA TIME SE-
RIES MODEL 

2.1. Basis of Establishment 

By using time series method, a model can be built for 
not stationary time series and only need to know a single 

wind speed or power data of the wind facility simply and 
good in prediction effect, it has been widely used to predict 
the wind speed and wind power. Time series model can be 
divided into autoregressive (AR) model, moving average 
(MA) model, auto regressive moving average (ARMA) 
model and the autoregressive integrated moving (ARIMA) 
model. We choose the ARMA time series model by analy-
sis and comparison. 

2.2. Model Introduction 

The ARMA model is an analysis model proposed by 
America timing statistician G.E.P.Box and British statisti-
cian G.M.Jenkins in twentieth Century seventy's, namely 
autoregressive moving average model (Autoregressive 
Moving Average Model), time series prediction method for 
this model is also called the Box Jenkins (B - J) method. 
The premise of the ARMA model is that the time series of 
the established model is generated by a stationary random 
process with a zero mean. That is, the random properties of 
the process with the invariance of time show all the sample 
points randomly fluctuate on a horizontal line in the 
graphs. 

ARMA model is a kind of random time series model in 
common use, which is currently the most commonly used 
fitting stationary series model. It can be subdivided into 
three categories such as AR model (Auto Regression Mod-
el), MA model (Moving Average Model) and ARMA 
model (Auto Regression Moving Average Model). 

2.3. Establishment of Model 
With the PA data as an example, establish the model 

using the data on May 10, 2006 to May 30, 2006, based on 
the data of May 31, 2006 as the test data. 

Based on the data on May 10, 2006 to May 30, 2006 
the line graph is drawn as shown in Fig. (1). 

Seen from Fig. (1), fluctuation data is not stable time 
series data related, therefore the data odd transformation 
and the differential calculation is needed to carry on. 

 
Fig. (1). Data Line Graph of on May 10 to 30. 
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The first-order difference of data, the time point data is 
obtained as shown in Fig. (2). 

Seen from Fig. (2), the wind turbine power values al-
ways random fluctuations in the vicinity of a constant, and 
the fluctuation range of bounded, no obvious trend and 
cycle characteristics, it can be regarded as a stationary se-
quence and can establish model on the basis of data for 
further analysis. 

We use the SPSS software to draw the correlation dia-
gram further aided recognition; the autocorrelation diagram 
is shown as in Fig. (3) and Fig. (4). 

Seen from Fig. (3) and (4), we can know that the corre-
lation is trailing using the AR (p) model for the autocorre-
lation function of the stationary series 

  
x(t)  to analyze data, 

and the correlation is truncated using the MA model estab-
lished by partial autocorrelation function, namely AR (p) 
model is consistent with the time series analysis method, 
namely establish AR (p) model taking p value 2. 

 

 

In the steady model 
  tx

=
1! t"1x

+
2! t"2x

+ ......  

 P! t"Px
+

t#
 on either side of the equals sign with rides 

  t!kx
,"k #1 , and expectation is: 

)()(......)()( 11 xExxExxExxE kttktptkttktt p −−−−−− +++= εφφ  
According to the AR (p) model conditions, 

  
E(

t! t"kx )=0,#k $1 

So we can obtain the auto covariance function recursive 
formula 

xxrr PkPkkk −−− ++= φφφ ......
2211  

Due to 
  

k! =
r(k)

r(0)
the recursive formula on either side 

of the equals sign with divided by the variance function r 0  
 

 

 
Fig. (2). Data First Order Difference on May 10 to 30. 

 

 

Fig. (3). Autocorrelation Diagram. 
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auto covariance function, the self recursive formula of the 
correlation function is obtained  

  k! =
1" k#1! +

2" k#2! + ......
P" k#P!  

Based on the above formula can be followed by data 

calculation, seek x
−

, rk ,
 
!

k
 , then 

  
1!
,

2! ,......,
p!
and obtain r1 ,

r 2 ,ρ1 ,ρ 2,φ1,φ 2 .  
By the analysis of SPSS, we obtained as shown in Fig. 

(5). 
 

From Fig. (5) we obtain the upper bounds and the lower 
bounds values: 289.8845 and 266.7263 in 95% the confi-
dence interval.  

2.5. Single Day Power Prediction 

The sequence data forecasts and finishes in 96 time 
points of PA 0: 0 on May 31st to 23:45 on May 31st as 
shown in Table 1.  

The line graph is as shown in Fig. (6) for the prediction 
values and the actual numerical values of its 58 turbines: 

  

 

Fig. (4). Partial Correlation Diagram. 

 

 
Fig. (5). Results of SPSS Analysis. 
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Table 1. The sequence data forecasts and finishes in 96 time points of PA 0: 0 on May 31st. 

1 214.46 33 175.2 65 144.12 

2 172.13 34 333.33 66 171.19 

3 213.76 35 168.81 67 184.11 

4 263.7 36 333.33 68 193.96 

5 208.98 37 175.98 69 333.33 

6 163.43 38 333.33 70 333.33 

7 206.88 39 218.65 71 175.27 

8 237.07 40 148.37 72 333.33 

9 229.88 41 165.56 73 333.33 

10 204.65 42 173.9 74 333.33 

11 202.94 43 146.02 75 333.33 

12 197.02 44 161.55 76 172.79 

13 204.06 45 185.88 77 213.2 

14 212.89 46 174.36 78 182.47 

15 226.14 47 333.33 79 183.25 

16 196.69 48 160.34 80 188.58 

17 156.59 49 333.33 81 208.69 

18 184.32 50 199.06 82 219.55 

19 185.86 51 333.33 83 151.29 

20 181.57 52 333.33 84 182.79 

21 207.74 53 333.33 85 333.33 

22 197.95 54 240.67 86 333.33 

23 190.11 55 226.57 87 198.43 

24 198.56 56 333.33 88 333.33 

25 139.15 57 333.33 89 204.39 

26 83.15 58 263.94 90 207.71 

27 128.06 59 185.89 91 333.33 

28 92.29 60 333.33 92 333.33 

29 144.13 61 138.16 93 333.33 

30 151 62 216 94 220.93 

31 125.9 63 152.84 95 218.81 

32 160.9 64 191.18 96 181.14 
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Fig. (6).  the Line Graph for the Prediction Values and the Actual Numerical Values of its 58 Turbines. 
 

3. ESTABLISHMENT OF BP NEURAL NETWORK 
MODEL 

3.1. Basis of the Establishment Model 
The neural network model is more suitable for the es-

tablishment because the prediction of the wind facility 
power is intermittent and volatility. The principle of neural 
networks is to imitate the structure and the function of the 
human brain, there are a lot of memory, the original con-
nection topology element formed and strong generalization 
ability, and it is very effective to deal with nonlinear prob-
lems. But the chaos on the predictive power of this un-
known more wind power very favorable. Among many 
neural network models, they are more suitable for this case, 
such as the BP network, RBF network and the self-
organizing network. We also compare and select the feed 
forward error back propagation network called FFBP (Feed 
Forward Back Propagation) network. 

3.2. Introduction of BP Neural Network 
As a method of wide application range, BP neural net-

work has the characteristics of nonlinear mapping, parallel 
processing, adaptive learning, robustness and fault toler-
ance, especially is suitable for the wind power prediction. 
A typical BP network is three layered feed forward hierar-
chical network, namely: the input layer, the hidden layer 
(middle layer) and the output layer. The full connection is 
carried out between all layers. The sample input signal in-
puts from the input layer, the hidden layer after, propagate 
to the output layer, as shown in Fig. (7). In fact, it is to re-
alize the mapping function from the input to the book cart, 
and the nonlinear mapping complex can be carried out with 
strong self-learning ability, extension and generalization 
ability etc. 

3.3. Parameter Setting 
Because the wind power has the characteristics of fluctu-

ation, stochastic and intermittent, the input data type and 
quantity selected is very important in real time power predic-
tion. This paper takes the wind power 15 days before fore-
cast point as input, respectively predict forecast the predic-

tion to 96 time points, i.e. the power data is as input at the 
same time point 15 days before forecast points, the output 
power values are as the output by prediction point at this 
time point. The input layer, the hidden layer and the training 
function of the output layer, the transfer function, the hidden 
layer and the output layer node numbers are set as follows: 

Training function : trainscg 
Adaption learning function: learngdm 
Performance function: mse 
Layer 2 (input layer): forecast 15 days before t point of 

wind power 
Layer 1 (hidden layer):20 
Layer 2 (output layer): 1 
In the neural network setting, we mainly set by the 

NNTool tool. Matlab7.1 neural network toolbox (Neural 
Network toolbox) provides an abundant neural network 
design and an analysis function for the users. Using 
NNTool in the neural network toolbox to construct a neural 
network system has the advantages of simple, fast, high 
precision. From the establishment and the train of the neu-
ral network model to the final simulation analysis, the us-
ers do not need to write computer programs, the change is 
simple and easy to modify for the parameters and the mod-
els. So, for the setting and the principle of neural network 
models, we are mainly carried out in Matlab. And in the 

 
Fig. (7).  Schematic Diagram of the Neural Network. 
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establishment of the network, we use the GUI tools, graph-
ical user interface (Graphical User Interface, also known as 
the graphical user interface); it is a computer operation user 
interface displaying using a graphical means. 

The Matlab main interface for the establishment of neu-
ral network models is as shown in Fig. (8). 

Neural network creating interface and neural network 
interface respectively are as shown in Fig. (9) and Fig. 
(10). 

After the neural network is created, the weights and the 
domain values of the network have been initialized. The BP 
network training sometimes needs to reset the weights and 
the domain in order to avoid falling into a local optimal val-
ue. If the weight and the domain values are reedited, then 
need to be set in Weights options of the neural network 
structure. The model weights and threshold setting is as 
shown in Fig. (11). 
  

 
Fig. (8). Matlab Main Interface. 

 

 

Fig. (9). Neural Networks Creating Interface. 
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Fig. (10). Neural Network Interface. 

 

 
Fig. (11). Weights and Threshold setting. 

 

 
Fig. (12). Right View Interface. 
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Fig. (13). Training Process Chart. 
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Table 2. Total Power Output of 96 Points of 58 Units on May 31. 

	
  1 2 3 4 5 6 

Actual value 105.84 122.98 106.97 119.56 73.577 68.075 

Predicted value 143.48 149.32 174.65 179.1 232.99 305.04 

Error value -37.64 -26.34 -67.68 -59.54 -159.413 -236.965 
 

After the weights and threshold are set the right view in-
terface is as shown in Fig. (12). 

Main interface you may enter the training page. Set 
Training Information and Training Parameters, and click 
Train Network and begin on the network training. At the 
same time, you can obtain the network training error curve. 
After several trainings, the training process charts are shown 
as the following in Fig. (13): 

3.4. Training Process 

After the neural network has been created, click on the  

3.5. Prediction Results and Error Calculation 

Because of the historical power, the wind tower data, the 
history of numerical weather prediction, wind facility turbine 
information, operation state and topography will generate the 
influences for the forecast of the wind power, and we use 
only the historical power as input in the establishment of 
prediction model, so the errors will inevitably produce. 

After a series of training of the neural network, a trained 
neural network is given. For example, the input of wind 
power 15 days before May 31st, the wind power forecast 
May 31st can be obtained. As the following Table 2: 

From the Table 2 data analysis comes to the conclu-
sions that: the neural network prediction results are in the 
presence of the certain instability, the accuracy rate float-
ing range is larger. The accuracy rate of the maximum is 
99.45%; the minimum is only 48.8%. 

3.6. Error Analysis and Improvement Method 

Knowledge based on BP neural network, the analysis 
for error reasons is: the neural network algorithm is used in 
the wind power prediction case with a large number of data 
input, and the training is the decisive causal relationship 
and the influence between the input data and the output 
data items desired the input values. And in this model the 
data input: on the one hand, the amount of data is small, 
resulting in the insufficient degree of fitting; on the other 
hand there are not the decisive relationship between data 
items of the input data and the output expectations values 
in training. The rate of accuracy is not stable and fluctua-
tion. 

In view of the existing problems, put forward the im-
provement measures for the: 

(1) The use of more data input, increasing the sampling 
days 

(2) Using the more data items, such as numerical 
weather prediction, wind around the terrain information, 
the unit operation information, and the local climate infor-
mation and so on. 

4. ESTABLISHMENT OF WAVELET ANALYSIS 
MODEL 

4.1. Wavelet Transform Introduction 

 Wavelet analysis has the adjustable time-frequency 
resolution property, the transient characteristics are ex-
tremely useful for the analysis of non-stationary signal, but 
also it has the speed and precision of signal processing ob-
vious aspects. Because of the fluctuation of wind, random, 
intermittence and the instability of wind power, selecting 
the approximation of the wavelet analysis model can also 
be. 

Wavelet transform is the local transform of a time (t) 
and frequency (w), which can effectively extract infor-
mation from the signal, and the multi scale analysis can be 
carried on for the function or the signal by translation and 
dilation. For any function f (t), the discrete wavelet trans-
forms function:  

  

WT
f
(m,n) =< f (t),!

m,n
(t) >= f (t)•!

m,n
(t)

R

" dt  

Discrete wavelet function:  

  
!

m,n
(t) = a

0

"
m

2! (a
0
"m

t " nb
0
)  

Discrete wavelet coefficient:  

  
C

m,n
= f (t)

!"

+"

# $
m,n

(t)dt =< f ,$
m,n

>  (take
  
m,n!Z

+ , assume 

that a0>1) 

In 1989 Mallat proposed the concepts of multiresolu-
tion analysis, presented to explain the mathematical or-
thogonal wavelet from the function analysis, obtained the 
fast algorithm of wavelet transform, the signal f (t) is or-
thogonally projected to the two spatial resolutions; accord-
ing to the resolution m the discrete approximation signal 

 
A

m
 and detail signal 

 
D

m
 are obtained. With the increase 

of m, realize the level decomposition of signal. The de-
composition process is as shown in Fig. (14). 
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4.2. Least Square Estimation Theory 
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Or write to 
 
Y = X! + e  

4.3. Wavelet Decomposition Process 

In the inside of the Matlab 96 data of PA on May 10th 
is carried on two layers of wavelet decomposition, one 
low-frequency components ca2 and two high frequency 
components cd1 and cd2 are obtained, which are extracted 
and drawn the low-frequency components and all of high-
frequency components waveforms, so as to the recon-
structed signal is obtained, and through the process com-
paring the original signal and the reconstructed signal, the 
error is finally obtained. The program is established as fol-
lows: 

96 data of PA on May 10th is carried on two layers of 
wavelet decomposition, one low-frequency components 
ca2 and two high frequency components cd1 and cd2 are 
obtained, which are extracted and drawn the low-frequency 
components and all of high-frequency components wave-
forms. 

PA= [411.375 92.8125...... 88.96875 91.5] (1); 
Subplot (5, 1, 1); plot (PA); % to draw the original sig-

nal waveform PA 
Title (‘original signal’); 

 [C, L]=wavedec (PA, 2,'db7'); % of PA by 2 layer 
wavelet decomposition, if want to change into 3 layers, 
with 3 providing 2. Wavelet, db7 wavelet is used. The de-
composition results are preserved in C and L 

ca2=appcoef (C, L,'db1', 2); % extract low-frequency 
component ca2. 

 Subplot (5, 1, 2); plot (ca2); 
Title ('low frequency component of the ca2'); 
 cd1=detcoef (C, L, 1); % extracting high frequency 

components of cd1 
Subplot (5, 1, 3); plot (cd1); 
 Title ('high frequency component cd1'); 
 cd2=detcoef (C, L, 2); % extracting high frequency 

components of cd2 
Subplot (5, 1, 4); plot (cd2); 
Title ('high frequency component cd2'); 
a=waverec (C, L,'db7'); 
Subplot (5, 1, 5); plot (a); 
Title ('signal reconstruction'); 
Err=norm (PA-a) 
Note: (1)for daily statistics after the reconstruction of 

signals first fit the curves from 96 points for each term. For 
example, in the Matlab fitting procedure on PA is prepared 
as follows: 

x=0:1:95; 
y= [483.75 399.6563 … … 405 359.1563] (2); 
n=3; 
p=polyfit(x, y, n) 
Xi=linspace (0, 95,100); 
z=polyval (p, xi); % polynomial evaluation 
Plot (x, y, Xi, Z,’k:’ x, y, and ‘b’) 
 Legend ('raw data','3 order curve ') 
Note: (2)as the daily statistics 
The fitting curves and the actual curves of 96 points can 

be obtained after running the program, and the fitting coef-
ficient. It is shown as the following Fig. (15), respectively 
the fitting curves of 5 days before PA and the fitting curves 
and the fitting coefficients of the first day PB, PC, PD, P58 
are as shown in the diagram below: 

The fitting coefficients obtained by Matlab fitting are 
listed in the following Table 3: 

In the case of PA, draw the 28 fitting curves of PA as in 
Fig. (16): 

Using the method of least squares fitting into one final 
fitting curve function is: 

  
y = !0.00087t

3
+ 0.166593t

2
!8.66894t + 210.2515  

  

 
Fig. (14). Schematic Diagram of Wavelet Decomposition Process. 
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PA1 

 
p =-0.0025    0.3615 -12.2445 165.2799 

 

PA2 

 
p = 0.0016   -0.1566   -0.8874 244.6134 

 

 

Fig. (15). Contd… 
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PA3 

 

p = -0.0000    0.0273    3.1945   38.4314PA4 

 

PA4 

 
p = -0.0025    0.4239 -20.0885 774.9113 

Fig. (15). Contd… 
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PA5 

 

p = 0.0001    0.1223 -12.5530 566.0808 

 

PB 

 

p =0.0028   -0.3375    6.7780 178.4517 

Fig. (15). Contd… 
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PC 

 
p =0.0029   -0.3508    7.3150 184.4477 

 

PD 

 
p =0.0022   -0.2556    3.6482 196.3227 

 

Fig. (15). Contd… 
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P58 

 
P =1.0e+003 * (0.0001 -0.0092 0.1505 to 9.4748) 

Fig. (15). Fitting Curve and Fitting CoefficientP A fitting curve: 
  
y = k

1
t3
+ k

2
t2
+ k

3
t + k

4
. 

Table 3. Fitting Coefficients. 

 K1 K2 K3 K4 

p1 0.0016 -0.1566 -0.8874 244.6134 

p2 -0.0025 0.3615 -12.2445 165.2799 

p3 0 0.0273 3.1945 38.4314 

p4 -0.0025 0.4239 -20.0885 774.9113 

p5 0.0001 0.1223 -12.553 566.0808 

p6 -0.001 0.0909 2.2135 153.2736 

p7 -0.0017 0.3004 -18.5327 489.787 

p8 -0.0094 1.1655 -23.8875 72.1129 

p9 0.0009 -0.2655 18.1065 519.7145 

p10 0.0094 -1.2749 36.5032 439.4718 

p11 0.0018 -0.1519 -0.3908 196.2125 

p12 -0.0011 0.2963 -15.3889 311.3648 

p13 -0.0048 0.6929 -26.8668 546.2341 

p14 0.0003 0.0118 -3.641 164.0399 
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Table 3. contd… 

 K1 K2 K3 K4 

p15 0.0043 -0.6921 32.5371 -44.3881 

p16 -0.0062 0.9642 -33.9795 336.9677 

p17 0.0034 -0.5581 21.592 158.242 

p18 -0.0013 0.2004 -6.8482 51.224 

p19 0.0021 -0.1869 4.2237 -18.7512 

p20 -0.0004 0.2071 -16.3004 461.2765 

p21 -0.0011 0.1485 -7.1552 541.805 

p22 -0.0066 0.9525 -36.3365 465.7873 

p23 -0.0022 0.3969 -15.5364 240.3622 

p24 -0.0084 1.2789 -50.912 569.8508 

p25 0.0015 -0.0728 -1.1318 106.3212 

p26 -0.0008 0.2624 -21.9567 627.6076 

p27 0.001 -0.0469 -0.7941 36.9581 

p28 -0.0107 1.3132 -36.5566 621.5351 

 

 
Fig. (16). 28 Fitting Curves of PA. 
 

4.4. Error Analysis 

Taking PA 2006-5-23 as an example, the comparison 
between the forecast values and the actual values: t=0, 
y=210.2515; the actual value of 208.2188; t=1, 
y=201.7483; the actual value of 229.125; t=2, y=193.573; 
the actual value of 229.125; t=3, y=185.7205; the actual 
value is 187.875. Error = (predictive value - the actual val-
ue) / actual value, the error obtained is less than 15%, 
compliance with the requirements of the title for the model 
error. 

 

5. COMPARED ADVANTAGES OF THREE KINDS 
OF MODELS  

(1) ARMA neural network model is a short-term pre-
diction model with a relatively high degree of precision; it 
is suitable for various types of time series. And it is a flexi-
ble prediction model; the applicability of statistical meth-
ods can be used for a series of model test in the process of 
modeling, to constantly adjust the numbers order of the 
model, till to achieve satisfactory results. ARMA model is 
used as the actual forecasting and can update prediction,  
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observation and forthcoming values join the model in time, 
the model establishes again and makes the new predictions 
again, which play an important role in forecasting. Espe-
cially for the wind power forecasting, time series analysis 
can better capture the variation law of wind power and the 
ideal forecasting effect can be obtained. But this model is 
restricted, ARMA model identification is often needed 
more than 50 months or yearly history data, so the data 
collection needs to spend some time. 

(2) The neural network model has the characteristics of 
distributed storage and parallel processing, fault tolerance 
and so on, which is very effective for solving complex 
problems and is ideal in the prediction precision for short-
term wind power prediction. But because BP neural net-
work training results are abnormal sensitivity to the initial 
weight matrixes and threshold vectors, using MATLAB 
toolbox initialization the neural network, the initial weight 
matrixes and the threshold vectors are randomly generated, 
resulting in each run predictions are not the same and in 
serious impact on prediction research, and possibly in the 
network weights and threshold parameters optimization 
into the local minimum, the network generalization ability 
and adaptation ability is poor, even bring a halt and be un-
able to meet the accuracy requirements.  

(3) The wavelet analysis can easily determine the char-
acteristic of frequency domain and time domain location of 
the wavelet family. Because the wavelet transform is a 
time-frequency analysis, so it can also describe the signal 
characteristics of time and frequency. With the rapid de-
velopment of computer technology, wavelet analysis has 
more and more obvious advantages with its good perfor-
mance analysis and accurate analysis methods in the wind 
power forecast. However, wavelet analysis has certain re-
quirements for analysis amount. 

CONCLUSION 

Through the analysis and the comparison of the three 
methods we recommend using the wavelet analysis to de-
termine the real-time prediction model, and we recommend 
using neural network model for the recently predictions. In 

order to construct the real-time prediction of higher predic-
tion accuracy, we recommend combining the wavelet neu-
ral with the network model. This model decomposes the 
original waveform by wavelet function in the different 
scales; the periodic components decomposed are predicted 
with the time series, the rest uses the neural network pre-
diction, the signal sequences are reconstructed to obtain the 
predicted results of the complete wind power. Joined the 
differential evolution algorithm in neural network learning 
process, improve the speed of convergence and solve the 
local minimum problem, through the analysis and model-
ing it have proved that the combination algorithm can be 
targeted to the accurate prediction of wind power. 
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