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Abstract: Current study focus on using method of multi-linear regression analysis and logistic regression analysis, and 
discuss about the condition and scope of multi-linear regression analysis and logistic regression analysis. A modeling 
method has been introduced keeping in the basic principles of multi-linear regression analysis and logistic regression 
analysis. The modeling method and two forms of analytic methods have been analyzed, based on two clinic test data of 
diabetes and Model-2 diabetes as objects of study in combination with the analytic methods of multi-linear regression and 
logistic regression. Analysis result indicate that glycosylated hemoglobin, glycerin trilaurate, total cholesterol of serum 
and blood sugar concentration present obvious positive relation (P < 0.05), whereas insulin and blood sugar present nega-
tive relation(P < 0.05); body mass index (BMI) and relative factors are dangerous; physical excise and relative factors are 
protective. In conclusion, multi-linear regression analysis and logistic regression analysis respectively have their own em-
phasis; for example, multi-linear regression analysis emphasizes on analyzing linear dependent relation with an dependent 
variable and multiple independent variables, whereas logistic regression analysis emphasizes on analyzing the relation be-
tween probability of occurring an incident and independent variables. 
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1. INTRODUCTION 

There is always studies on relation between two variables 
while handling measuring data. Such a relation generally 
exists in two types: one is complete determination relation, 
namely functional relation; and the other is correlativity, 
namely close relation between two variables, but in this case 
one cannot calculate outvalue of the other variable from one 
or more variables [1, 2]. In studies done in the fields of med-
icine, economy and engineering, usually the applicable 
method of studying relation between one variable and two or 
more influential factors are multiple linear regression and 
logistic regression analysis [3, 4]. 

Diabetes is one of metabolic diseases characterized by 
high blood sugar. High blood sugar results either from defec-
tive insulin secretion or its damaged biological action or both. 
High blood sugar permanently exists in diabetes resulting in 
damaging each tissue, especially chronic damage or func-
tional disorder of eyes, kidney, liver, blood vessel and nerve. 
In clinical diagnosis, it usually makes definite diagnosis of 
patient with diabetes by inspecting patient’s blood sugar, 
urine sugar, urine acetone bodies, glycosylated hemoglobin 
(HbA1c), glycosylated serum protein, serum insulin and C 
peptide level, blood fat, immunity index and urinary albumin 
excretion and so forth. 

Model-2 diabetes is a kind of typical diabetes with com-
plex pathogenesis, accounting for more than 90% among  
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total diabetic patents. With the advancement of people’s liv-
ing standard and aging of population, diabetes has become 
one of the most serious public health issues in the world. It 
therefore, needs to be discussed the factors affecting diabetes 
especially with reference to Model-2 diabetes based on SIFT 
and examination, so as to provide with scientific principle 
while formulating preventive measures and community ac-
tions [5, 6]. This article mainly discusses pathogenic factors 
and risk factors affecting diabetes after respectively applying 
multi-linear regression and logistic regression analyses accord-
ing to two aforesaid aspects. So, study of pathogenic factors 
and their pathogenicity, as well as social dangerous factors 
influencing diabetes, conducted with respect to comparison of 
results of two analytic methods, will help find full scope of 
these two analytic methods applicable for the industry. 

2. MULTI-LINEAR REGRESSION ANALYSIS 
Multi-linear regression analysis is one of analytic meth-

ods that quantitatively describe linear co-existence relation 
between one dependent variable and multiple independent 
variables by a regression equation. It is also called multi-
linear regression. Under such a qualitative method we will 
deeply cognize analysis conclusion, and understand quantita-
tive dependent relation between each two factors, which fur-
ther discloses inherent rules between two factors [7]. Gener-
ally speaking, multi-linear regression procession shall syn-
chronously provide with several backup function relations, 
as well as with understanding of the capacity of test data for 
each relation, which the researcher shall make selection ac-
cording to self-expectation theory. In general, relation be-
tween relating variables shall be either linear or non-linear; 
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this article only elaborates study on the multi-linear regres-
sion analysis. A general multi-linear regression mathematic 
model is given  by Formula 1: 
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Formula 1 shows a multi-linear regression process and 
synchronously provides with several optional function rela-
tions, where; yi stands for dependent variable, used to repre-
sent change of identical matter, xi stands for independent 
variable factor, acts as a group of factors influencing change 
of y, and B stands for parameter to be estimated. A general 
regression model selected by the researcher suitable for this 
study is as follows:   

0 1 1 2 2 p py b b x b x b x= + + + +L   (2) 

 
Where, b0 stands for constant, representing total mean es-

timation for all dependent variables without their value being 
influenced by the independent variable, such as the estima-
tion of total mean value for the dependent variable while the 
independent variable remains zero; b1, b2, …, bp are called as 
partial regression coefficient, used to represent rate of 
change occurring along with the change of independent vari-
able while the dependent variable is only influenced by the 
corresponding independent variable, namely rate of change 
of dependent variable while independent variable adds up a 
unit. There is a positive correlation between dependent vari-
able and independent one when bi is positive; whereas there 
is a represents negative correlation between dependent varia-
ble and independent one when bi is negative. 

B stands for parameter to be estimated in formulas 1 & 2. 
To calculate parameters b0, b1, b2, …, bp from the function 
attributed to its mathematic model, this generally applies to 
minimum two squares, namely to find one approximate func-
tion out of functions attributed to its mathematic model so 
that such approximate function possibly gets access to real 
function based on well-known corresponding data. 

In addition, preferred multiple non-linear regression 
analysis include: polynomial model, index model, power 
function model, growth curve model and so forth. However, 
in practice, multiple non-linear regression model is usually 
converted into multi-linear regression model through relating 
methods. As for conversion method, refer to literature [8], as 
no detail of analysis is given here. 

3. LOGISTIC REGRESSION ANALYSIS 

Linear regression model and generalized linear regres-
sion model require that the dependent variable is a continu-
ous and normal distributive variable, and that the independ-
ent variable and the dependent one are linear in relationship. 
Assumption or condition for linear regression model is vio-
lated while independent variable and dependent factor have a 

non-linear relation. In the study on epidemiology, this condi-
tion usually meets when the dependent variable is a discrete 
variable. For example, medical treatment as none-effective, 
obvious medical effect, recovery; survival or death of little 
white rat under different toxic agents; and paroxysm or none 
paroxysm under some exposure. The most sought condition 
is that dependent variable is dichotomous. Herein, logistic 
regression model is the best, which has no requirement for 
distribution of dependent variable. Viewing from studies in 
mathematics, logistic regression model shall skilfully avoid 
distribution of classified variables, and make up and remove 
some defects from linear regression model and generalized 
linear regression. Viewing from studies in medical, logistic 
regression model can handle a number of practical issues and 
plays a crucial role in the development of medical science. 

In the daily practice, we usually come across the depend-
ent variable that is a classified one. To study the relation 
between a classified variable and a set of independent varia-
bles, manly occurring in epidemiology, we usually probe 
into risk factors of some diseases, as well forecast probabil-
ity of disease occurrence according to the risk factors. For 
example, we selected two groups of people to discuss the 
risk factors for stomach cancer: one group is positive for 
stomach cancer, and the other is negative for stomach cancer, 
and subjects from both the groups definitely have different 
physical signs and life style and so forth. Herein, dependent 
variable is just “if there is stomach cancer”, namely Yes or 
No, acting as two classified variables. Dependent variable 
may include a number of variables, such as age, sex, habit of 
diet, Helicobacter pylori infection and so forth. Dependent 
variable is thus consecutive and classified. 

Logistic regression model and multi-linear regression 
model are actually mostly identical, the biggest difference 
lies on different dependent variables, and the rest is basically 
the same. Logistic regression analysis is one probability-
mode regression analysis method, which may be used to ana-
lyze the relation between the probability of the occurrence of 
some dependent and independent variable, applicable to data 
when the independent variable is classified, especially appli-
cable to such condition when the independent variable has 
been assigned a two-item classification. Independent variable 
in the model should either have a qualitative discrete value 
or a computation observation value. 

For logistic regression model, refer to formula 3.  
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In practical application, logistic regression analysis is 
usually used to identify risk factors, seek forecast and judg-
ment and so forth. 
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4. APPLICATION OF MULTI-LINEAR REGRES-
SION ANALYSIS METHOD 

To study the pathogenesis of diabetes and the correlation 
between two clinical pathogenetic test indexes, along with 
the discussion on the correct use of multi-linear regression 
analysis, we selected 54 subjects having definite clinical 
diagnosis, as well as corresponding to its clinical diagnosis 
case, we selected a few representative influence factors such 
as: total cholesterol of serum, glycerin trilaurate, insulin and 
glycosylated hemoglobin content. Then, an analysis has been 
carried out for each index under multi-linear regression 
model, so as to study the relation between each index and 
blood sugar level of diabetes patient. Multi-linear regression 
analysis results are referred in Table 1. 

From Table 1, we can obtain a multi-linear regression 
equation as follows:  

1 2

3 4

6.3214 0.7012* 0.3751*
0.1524* 0.2861*
y x x

x x
= + +

+ −
 

Where, y stands for blood sugar content of diabetes pa-
tient, blood sugar contents of diabetes patient without any 
other influential factors are all 6.3214, x1, x2, x3, x4 respec-
tively stand for glycosylated hemoglobin, glycerin trilaurate 
and total cholesterol of serum and insulin concentration. And 
if x1, x2, x3, x4 per unit concentration, patient blood sugar 
concentration increases to 0.7012, 0.3751, 0.1524 and -
0.2861 respectively. If partial regression coefficient b4 is 
negative, that is concentration of blood sugar and insulin in a 
patient have a negative relation, and that insulin enables to 
some extent, the reduction in the blood sugar concentration, 
which is also consistent with the insulin function. Viewing 
from partial regression coefficient, glycosylated hemoglobin, 
glycerin trilaurate and total cholesterol of serum all relatively 
improve blood sugar concentration, including glycosylated 
hemoglobin that has maximum effect on blood sugar concen-
tration, and total cholesterol of serum that has minimum ef-
fect on blood sugar concentration. In addition, upon achiev-
ing a decisive coefficient R2, we may consider that the 
change in blood sugar concentration level can be mostly (by 
the rate of 60.72%) explained by the change in the concen-
tration levels of glycosylated hemoglobin, glycerin trilaurate 
and total cholesterol of serum and insulin. P=0.00029 indi-

cates the statistical meaning of preset multi-linear regression 
model, thus it is known that such a model has obvious statis-
tical meaning. 

5. APPLICATION OF LOGISTIC REGRESSION 
ANALYSIS METHOD 

In this article, we analyzed the risk factors of Model-2 
diabetes, proposed preventive measures related to communi-
ty and highlighted the usage scope of logistic regression 
analysis method. For the purpose, we selected 327 cases of 
positive patients with Model-2 diabetes in three hospitals 
during the period from Feb 2014 to Sept 2014, and 327 nega-
tive patients after undergoing two continuous tests of urine 
sugar and blood sugar, as the study object. Then, the two 
groups have been divided into classified case group and con-
trast case group according to the new diagnosis standard for 
diabetes formulated by WHO in 1999: wherein, case group 
age (49.7±5.1 years old), sex ratio: male: female (172:155); 
contrast group age (50.5±6.1 years old), sex ratio: male: fe-
male (175:152), no obvious difference exists between two 
groups for study object, or statistical meaning exists. Lo-
gistic regression analysis for the study object should be done 
under logistic regression analysis method. 

5.1. Result of One-Factor Analysis 

This study selected 18 study objects, applied to non-
conditional logistic regression analysis method to make 
quantization for each factor endowment; endowment method 
is shown in literature [9, 10], and analyzed for paroxysm 
relation between each factor and Model-2 diabetes; analysis 
result is shown in Table 2. 

The table above shows that 14 factors (such as educa-
tional degree and income status) have obvious relation with 
Model-2 diabetes (P<0.05) among the 18 study factors se-
lected. Body mass index (BMI) has the most close relation 
with Model-2 diabetes. Analysis result is consistent with the 
clinical data. 

5.2. Multi-Factor Analysis 

After identifying the 18 factors possibly influencing 
Model-2 diabetes, apply for SIFT variable and analyze lo-
gistic gradual regression. Variable is sifted when α=0.05 is 
set as standard; analysis results are shown in Table 3. 

Table 1. Estimation and test result of multi-linear regression coefficient. 

Variable Partial Regression Coefficient Standard Error T Value P Value 

Constant item (b0) 6.3214 3.012 2 0.048 

Glycosylated hemoglobin 0.7012 0.254 2.678 0.015 

Glycerin trilaurate 0.3751 0.214 1.7 0.1 

Total cholesterol of serum 0.1524 0.355 0.39 0.701 

Insulin -0.2861 0.101 -2.301 0.015 
 
Note: R2=0.6072, F=8.315, P=0.00029. 
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As viewed from the aforesaid table, and after applying 
SIFT, gradual regression for 18 potential influential factors 
was calculated. Variables accessing to regression model in-
clude: BMI including BMI-c, family history of diabetes, fa-
vor of dessert, history of high blood pressure, high glycosyl-
ated hemoglobin and high glycerin trilaurate are high risk 
factors (OR>1); physical exercise and favor of vegetable are 
protective factors (OR<1). 

CONCLUSION 

In studies conducted in the field of modern science, there 
are a number of methods handling the relation between one 
dependent variable and multiple independent variables. This 
article analyzed and studied multi-linear regression analysis 
method and multi-linear logistics analysis method, and also 
analyzed their respective emphasis as well as difference be-
tween them. Principle and basic calculation process of multi-
linear regression is the same as mono-linear one. However, 

relative complex calculation is required because of numerous 
of independent variables, and also because the calculation 
complexity for estimation rapidly rises along with adding up 
dependent variables. Initial studies established that multi-
linear regression analysis manages to find out mathematical 
expression which almost always represents their relations 
even if there is no strict and definite functional relation exist-
ing between independent and dependent variables, by which 
this should make relatively accurate qualitative and quantita-
tive analysis. Accordingly, multi-linear regression analysis is 
highly applicable in some fields of science such as medical 
science. Multi-linear regression model and generalized linear 
regression model require continuous positive distributive 
variables, and that independent and dependent variables have 
a linear relation. If the dependent variable is classified, inde-
pendent and dependent variables are non-linear, the assump-
tion of linear regression model is violated. At this point, lo-
gistic regression model is the best among all regression 
models, which does not require dependent variable distribu-

Table 2. Model-2 diabetes one-factor non-conditional logistic regression analysis result. 

Study factor Β OR Study Factor Β OR 

Educational degree -0.5214* 0.593 History of diabetes family 0.6325* 1.882 

Income status -0.3458* 0.704 Favor of dessert 0.8621** 2.368 

History of smoking 0.2142* 1.230 Favor of meat -0.0021 0.997 

History of drinking -0.0921 0.912 Favor of vegetable -0.8914* 0.410 

Body Mass Index（BMI） 1.5724** 4.818 Salt content of food 0.0251 1.025 

Labor intensity -0.0991 0.905 High glycosylated hemoglobin 1.0214* 2.770 

Physical -0.7124* 0.490 High glycerin trilaurate 0.8662** 2.377 

History of high blood pressure 0.7012* 2.016 High total cholesterol of serum 0.2145* 1.239 

History of coronary 

heart disease 
0.5614* 1.753 Low insulin -0.8612* 0.422 

Note: “*” stands for P<0.05, “**”stands for P<0.01. 

Table 3. Analysis result of Model-2 diabetes logistic multi-factor regression. 

Variable White tower OR 95%CI 

（BMI）Body mass index 1.5126 4.538 2.75-7.58 

History of diabetes family 1.2721 3.568 1.42-6.65 

Favor of dessert 0.9641 2.622 1.02-3.01 

Physical exercise -0.5142 0.597 0.49-0.89 

History of high blood pressure 0.9614 2.615 1.01-5.03 

Glycosylated hemoglobin 1.2131 3.363 0.56-1.79 

High glycerin trilaurate 
0.6218 1.862 1.71-3.52 

   

Favor of vegetable -0.1562 0.855388 1.84-3.26 
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tion. From the mathematics point of view, logistic regression 
model should skillfully avoid classified variables distribution, 
and make up and correct some defects existing in the linear 
and generalized linear regression models. For medical study, 
logistic regression model can handle various practical issues 
and plays crucial roles in the development of medical scienc-
es. For example, in an study of epidemiology, this condition 
usually meets when the dependent variable is discrete, such 
as, medical treatment as none-effective, obvious medical 
effect, recovery; survival or death of little white rat under 
different toxic agents; and paroxysm or none paroxysm un-
der some exposure. Such issues should be handled with lo-
gistic regression analysis. 

This article uses diabetes as the study object, and dis-
cusses with respect to the selection and correct use of meth-
ods and scope of multi-linear regression and logistic analyses. 
In fact, multi-linear regression analysis and logistic regres-
sion analysis are still applicable to clinic, industrial technol-
ogy, aerospace and chemical engineering, and relative indus-
tries. Diabetes data study and analysis are one of the fields 
applicable to multi-linear regression and logistic analyses. 
Therefore, theoretical study of multi-linear regression and 
logistic analyses warrants relative scholars conducting fur-
ther studies. 
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