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Abstract: In this paper, we propose the distance-based similarity measure of dual hesitant fuzzy sets (DHFSs) and apply 
it to the image feature comparison and recognition. Based on distance-based similarity measure of DHFS, we establish a 
comprehensive assessment method of image features to compare the images, where five criteria are represented by DHFSs 
to assess the image features. By the proposed method, we can determine ranking order of the six alternative images. The 
assessment results show that the proposed method is simple and effective to solve the problem of image feature compari-
son and image recognition, and provides a new assessment method for computer image processing experts. 
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1. INTRODUCTION 

Fuzzy sets (FSs) provide human-like making system in 
an intuitive way and convert system specifications into effec-
tive models. Zadeh proposed the FSs to describe the uncer-
tainty of some specific properties of a given element in the 
real world [1], and then Zadeh extended FSs to type-2 fuzzy 
sets and type-n fuzzy sets [2] which gave a trouble-free way 
to form and minimize the effects of uncertainties in rule-base 
fuzzy system [3]. Antanassov proposed the intuitionistic 
fuzzy sets (IFSs) permitting the membership to include some 
hesitant value [4]. Recently, Torra proposed the hesitant 
fuzzy sets (HFSs) which are another generalization of FSs. 
When defining the membership of an element, the member-
ship degree may be a set of possible values rather than inter-
val values or some possibility distribution on the possible 
values [5]. Xia and Xu carried out a study on information 
aggregation for HFSs to make decision, and developed hesi-
tant fuzzy operational rules based on interconnection be-
tween HFSs and IFSs [6]. Xu and Xia extended a series of 
distance and similarity measures for HFSs based on the dis-
tinguished Hamming distance, Euclidean distance, Hausdorff 
metric and their generalizations, and also gave three ways to 
determine the associated weighting vectors which are used in 
a class of ordered weighted distance measures for HFSs [7]. 
Zhu et al. proposed the hesitant fuzzy geometric Bonferroni 
mean with some special discussed cases and properties, and 
the hesitant fuzzy Choquet geometric Bonferroni mean com-
bined with the Choquet integral, and furthermore applied a 
weighted hesitant fuzzy geometric Bonferroni mean to multi- 
criteria decision making [8]. Wei developed some hesitant  
 
 

fuzzy prioritized operators, i.e. prioritized weighted average 
operator and prioritized weighted geometric operator for 
HFSs to solve the decision making problem with the hesitant 
fuzzy multiple attributes which were at different priority 
levels [9]. Yu et al. extended the generalized Bonferroni 
mean for HFSs and proposed the generalized hesitant fuzzy 
Bonferroni mean [10]. Rodriguez et al. introduced the hesi-
tant fuzzy linguistic term sets to make linguistic elicitation 
more flexible and abundant to support the elicitation of lin-
guistic information supplied by experts, and presented some 
computational functions and properties for hesitant fuzzy 
linguistic term sets [11]. Zhu et al. proposed the dual hesitant 
fuzzy sets (DHFSs), which had two sets (membership degree 
sets and nonmembership degree sets) to provide more infor-
mation and more flexible ways for decision maker, and also 
developed some necessary operations and properties for 
DHFSs [12]. 

Fuzzy logic is significant to human decision-making and 
has been applied to various computer image processing. To-
bias proposed an approach to threshold the histogram be-
tween gray levels according to fuzzy similarity overcome the 
local minima [13]. Van presented a new fuzzy filter for the 
noise reduce of image corrupted with additive noise [14]. 
Mitra and Pal managed to concluded the functions of fuzzy 
sets for image processing, pattern recognition, and machine 
intelligence [15]. Tamalika and Ray proposed a new distance 
measure named intuitionistic fuzzy divergence to carry out 
edge detection [16]. Andre and Olivier studied a new fuzzy 
image filter controlled by interval-valued fuzzy sets for re-
moving noise from images to restrict the number of thresh-
olds or parameters which have to be tuned [17]. Khang and 
Nor presented a fuzzy approach called histogram threshold-
ing – fuzzy C-means hybrid (HTFCM) to find different ap-
plicaton in pattern recognition and especially in color seg-
mentation [18]. Om et al. investigated the fuzzy logic and  
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used the fuzzy derivative and bacterial foraging algorithm to 
propose a new edge detection measure to deal with the noisy 
image [19]. Dillip and Ashutosh presented an improved 
membership function was used to fuzzify the image matrix, 
and then the fuzzy sets logic and mathematical morphologi-
cal operations to enhance the contrast of images [20]. Unfor-
tunately, there have been few papers of FSs focusing on the 
comprehensive assessment of image features and recogni-
tion. In this paper, we introduce a distance-based similarity 
measure of DHFSs and propose an comprehensive assess-
ment method of image comparison based on the distance-
based similarity measure, where five criteria are represented 
by DHFSs to assess the similarty to determine the ranking 
order for six alternative images. 

The remaining of this paper is organized as follows. In 
the next section, we briefly introduce fuzzy sets, hesitant 
fuzzy sets, dual hesitant fuzzy sets and distance-based simi-
larity measure for hesitant fuzzy sets. Section 3 proposes an 
improved distance-based similarity measure of dual hesitant 
fuzzy sets. Section 4 solves dual hesitant fuzzy decision-
making problems by an example to illustrate the effective-
ness of the proposed measure. The paper is concluded and 
present more future work in Section 5. 

2. PRELIMINARIES 

In this section, we review the fuzzy set, hesitant fuzzy 
sets, dual hesitant fuzzy sets and distance-based similarity 
measure, which will be needed in the analysis of the follow-
ing sections. 

2.1. Fussy Sets 

The definition of a fuzzy set from Zadeh's definition is: 
Definition 1. Zadeh (1965) defined a fuzzy set A in the 

universe of discourse X as follows: 

}|)(,{ XxxxA A ∈〉〈= µ ,  (1) 

which is characterized by membership function µA(x): X → 
[0, 1], where µA(x) indicates the membership degree of the 
element x to the set A. 

2.2. Hesitant Fuzzy Sets 

A hesitant fuzzy set is defined in terms of the union of 
the union of the memberships of a set of fuzzy sets. This 
definition allows us to represent the output of the hesitation 
fuzzy set with fuzzy rules based system. 

Definition 2. Let M = {µ1, . . . , µN } be a set of N mem-
bership functions. Then, the hesitant fuzzy set associated 
with M, that is hM , is defined as follows: 

,  (2) 

The lower and upper bound of an assumptive hesitant 
fuzzy set h are: 

Lower bound: h-(x) = minh(x) and  
 
 

Upper bound: h+(x) = maxh(x). 
Obviously, an intuitionistic fuzzy set can be defined by 

the pair of functions h- and1-h+. 
The basic operations of hesitant fuzzy sets are described 

as follows, and first of all there is the complement of hesitant 
fuzzy sets. 

Definition 3. Let h be the membership function of a hesi-
tant fuzzy set, and then its complement is defined as follows: 

   
h

c (x) = !
! "h( x )

1#!{ } ,  (3) 

And the complement is involutive, i.e., 

  
(h

c )c
= h , 

Which means 1 – (1 - γ) = γ for all γ∈ h(x). 
Before defining the union and intersection of hesitant 

fuzzy sets, the α-upper and α-lower bounds. 

α-upper bound: 
  
h
!

+ (x) = h"h(x) | h #!{ }  and 

α-lower bound: 
  
h
!

" (x) = h#h(x) | h $!{ } . 

Definition 4. Let h1 , h2 be the membership functions of 
two hesitant fuzzy sets respectively, and then their union 
represented by as 

)},max(|))()(({))(( 212121
−−≥∈= hhhxhxhhxhh  ,  (4) 

or equivalently, 

)),max())()(())(( 212121
−−+ == hhforxhxhxhh αα .  (5) 

Definition 5. Let h1 , h2 be the membership functions of 
two hesitant fuzzy sets respectively, and then their intersec-
tion represented by 

   
h

1
! h

2
 as 

)},min(|))()(({)( 212121
++≤∈= hhhxhxhhxhh  ,  (6) 

or, equivalently, 

),min())()(()( 212121
++− == hhforxhxhxhh αα .  (7) 

2.3. Dual Hesitant Fuzzy sets 

Dual hesitant fuzzy sets provide more information in-
cluding two functions with the set of membership values and 
the set of nonmembership values to make decision. The defi-
nition is as follow. 

Definition 6. Let X be an assumptive set, and then a dual 
hesitant fuzzy set D on X is defined as: 

{ }XxxgxhxD ∈= )(),(, ,  (8) 

In the above statement, h(x) and g(x) are two sets of some 
values in [0, 1], representing the possible membership de-
grees and monmembership degrees of the element x ∈ X to 
the set D. There are some conditions: 
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,  (9) 

where 

}max{)(),(),( )( γγηγ γ xhxhxgxh ∈
++ =∈∈∈ 

, 

and 

}max{)( )( ηη η xgxg ∈
++ =∈  . 

With these condition above, a dual hesitant fuzzy element 
is defined as a pair d(x) = (h(x), g(x)) represented by d = (h, 
g). Based on the definition, some special dual hesitant fuzzy 
elements are given as follows: 

(1) Complete uncertainty: d = {{0}, {1}}; 
(2) Complete certainty: d = {{1}, {0}}; 
(3) Complete ill-known (all is possible): d = [0, 1]; 
(4) Nonsensical element: d = φ (h = φ, g = φ). 
Some results in special case can be obtained depending 

on the previous knowledge on fuzzy sets system. If d ≠ 0, γ + 
η < 1, and h and g have only one value γ and η, a dual hesi-
tant fuzzy set is degraded to an intuitionistic fuzzy set. If d ≠ 
0, γ + η = 1, and h and g have only one value γ and η or h 
have one value and g = φ, a dual hesitant fuzzy set is de-
graded to a fuzzy set. If h ≠ φ, g = φ, a dual hesitant fuzzy set 
is degraded to a hesitant fuzzy set. 

In a typical dual hesitant fuzzy set, h and g is represented 
by two intervals as: 

.  (10) 

An intuitionistic fuzzy set can be transformed to a hesi-
tant fuzzy set, so g(x) can be transformed to h2 = [1 - η+, 1 - 
η-] denoting the membership degrees. The d(x) can be repre-
sented with a “nested interval” as follows: 

.  (11) 

In terms of fuzzy numbers or interval numbers, the com-
mon definition to represent a dual hesitant fuzzy set d is de-
scribed as follows: 
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2.4. Distance and Similarity Measures for Hesitant Fuzzy 
Sets 

Distance and similarity measures are often used to the 
similarity for fuzzy sets in the various research fields includ-
ing pattern recognition, machine learning and other decision 
making. 

Definition 7. Let A and B be two fuzzy sets on X = {x1, 
x2… xn} and µA(xi) and µB(xi) be the membership functions 

of A and B respectively with the condition 0 ≤ µA(xi) and 
µB(xi) ≤ 1, and xi ∈ X and i = 1, 2,…n. The commonly used 
distance measures for A and B are as follows: 

  
d

h
( A, B) = |µ

A
(x

i
)! µ

B
(x

i
) |

i=1

n

" ;  (13) 

;  (14) 

;  (15) 

;  (16) 

.  (17) 

In the aforementioned definition, Eq. (13) is The Ham-
ming distance; Eq. (14) is the normalized Hamming distance; 
Eq. (15) is the Euclidean distance; Eq. (16) is the normalized 
Euclidean distance; and Eq. (17) is the Hausdorff metric.  

3. SIMILARITY MEASURES BASED ON DISTANCE 
OF DUAL HESITANT FUZZY SETS 

With the definition of hesitant fuzzy sets and the normal-
ized Hamming distance, the distance and similarity measures 
for hesitant fuzzy sets can be obtained. 

Definition 8. Let M and N be two hesitant fuzzy sets on 
X = {x1, x2… xn}, and E = {〈x, hE(x)〉|x ∈ X} is called the 
hesitant fuzzy element. The generalized normalized distance 
for hesitant fuzzy sets is defined as follows: 
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In which, is the maximum between l(hM(xi)) and 
l(hN(xi)) for each xi in X, and and are the jth largest values 
hM(xi) and hN(xi) respectively.  

For all M, N, the distance measure and similarity measure 
between M and N is defined as d(M, N) and s(M, N), which 
satisfies the following properties: 

(1) s(M, N) = 1 - d(M, N); 
(2) 0 ≤ d(M, N), s(M, N) ≤ 1; 
(3) d(M, N) = 0 or s(M, N) = 1 if and only if M = N; 
(4) d(M, N) = d(N, M), s(M, N) = s(N, M); 
In terms of dual hesitant fuzzy sets and distance similari-

ty measure, we propose the Similarity measures based on 
distance of dual hesitant fuzzy sets.  

Definition 9. Let M and N be two dual hesitant fuzzy sets 
on X = {x1, x2… xn}, and E = {〈x, (hE(x), gE(x),)〉|x ∈ X} is 
called the dual hesitant fuzzy element. The generalized nor-
malized distance for hesitant fuzzy sets is defined as follows: 
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In which, is the maximum between l(hM(xi)) and 

l(hN(xi)) for each xi in X, and is the maximum between 
l(gM(xi)) and l(gN(xi)) for each xi in X, and are the jth largest 
values hM(xi) and hN(xi), and and are the kth largest values 
gM(xi) and gN(xi) respectively. 

If λ = 1, the generalized normalized distance for hesitant 
fuzzy sets is reduced to the dual hesitant normalized Ham-
ming distance: 
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If λ = 2, the generalized normalized distance for hesitant 
fuzzy sets is reduced to the dual hesitant normalized Eulide-
an distance: 

 (21) 

For all M, N belonging to dual hesitant fuzzy sets, the 
distance measure and similarity measure between M and N is 
defined as d(M, N) and s(M, N), which satisfies the following 
properties: 

(1) s(M, N) = 1 - d(M, N); 
(2) 0 ≤ d(M, N), s(M, N) ≤ 1; 
(3) d(M, N) = 0 or s(M, N) = 1 if and only if M = N; 
(4) d(M, N) = d(N, M), s(M, N) = s(N, M); 

4. COMPRESSION ASSESSMENT OF IMAGES 

Let us consider the decision-making problem discussed 
in [21], which is to solve the problem of the compression 
assessment of images. There are five assessment criteria with 
respect to alternative images in the evaluations of image fea-
tures are given by using dual hesitant fuzzy sets. Suppose 
that there exists a set of alternative image A = {A1, A2, . . ., 
Am}. Each alternative image is assessed on n criteria denot-
ing by C = {C1, C2, …, Cn}. The gained value of a criterion 
Cj (j = 1, 2, …, n) on an alternative image Ai (i = 1, 2, …, m) 
is a dual hesitant fuzzy set (i = 1, 2, …, m; j = 1, 2, …, n) 
according to image data of the evaluated criteria. A dual hes-
itant fuzzy set assessment matrix D = (eij)m×n is obtained, and 
is defined as follows: 
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Before comprehensive assessment of images, an ideal 
point, which provides a significant theoretical support, is 
needed to help identify the assessment grades in the alterna-
tive image, and an ideal dual hesitant fuzzy set is defined for 
each criterion in the ideal alternative
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Thus the similarity measure between an alternative image 
Ai and the ideal alternative A* represented by dual hesitant 
fuzzy sets is given as follows: 
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The similarity measure of distance provides the global 
evaluation for each alternative image regarding the ideal 
alternative on all the criteria. From Eq. (23), the larger the 
value of the similarity measure of distance is, the more simi-
lar the alternative image is. 

5. PRACTICAL EXAMPLE 

In the following practical example, a problem is involved 
in computer image recognition to give the assessment rank-
ing of image features in some images. The example consid-
ers various criteria involving (1) C1: color; (2) C2: texture; (3) 
C3: shape; (4) C4: space; (5) C5: structure. The example eval-
uates six alternative images, A = {A1, A2, A3, A4, A5, A6}, 
based on five criteria, C = {C1, C2, C3, C4, C5}. The assess-
ment matrix for the alternative images Ai ∈ A with respect to 
the criterion Cj ∈ C is given by Table 1. 

In terms of some ideal situation, an ideal dual hesitant 
fuzzy set is defined for criteria in the ideal image as: 

A* = {{{0.97, 0.96, 0.95}, {0.03, 0.02, 0.01}}, {{0.97, 
0.96, 0.95}, {0.03, 0.02, 0.01}}, {{0.90, 0.85, 0.80}, {0.03, 
0.02, 0.01}}, {{0.90, 0.80}, {0.09, 0.05}}, {{0.90, 0.60}, 
{0.09, 0.02}}}. 

By applying Eq. (23), the similarities on distance are be 
obtained between an alternative place Ai and the ideal alter-
native A* in Table 2.: 

Therefore, according to the assessment results in Table 2, 
the assessment ranking result for all the alternative places are 
given in Table 3. 

CONCLUSION  

In this paper, we have provided the similarity measure 
based on distance of dual hesitant fuzzy sets, and then a 
practical example was demonstrated in image feature com-
parison and recognition. In the demonstration, alternative 
images have a set of criteria represented by dual hesitant 
fuzzy sets. As was to be expected, the assessment ranking of  
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Table 1. Assessment Matrix D. 

Ai(Alternative Images) C1: Color C2: Texture C3: Shape C4: Space C5: Structure 

A1 
{{0.85, 0.83, 0.80}, 

{0.14, 0.12, 0,10}} 

{{0.33, 0.31, 0.30}, 

{0.64, 0.62, 0.60}} 

{{0.70, 0.65, 0.60}, 

{0.30, 0.25, 0.20}} 

{{0.60, 0.40}, 

{0.35, 0.30}} 

{{0.60, 0.30}, 

{0.30, 0.20}} 

A2 
{{0.65, 0.60, 0.55}, 

{0.34, 0.32, 0.30}} 

{{0.03, 0.02, 0.01}, 

{0.96, 0.95, 0.93}} 

{{0.35, 0.30, 0.25}, 

{0.64, 0.62, 0.60}} 

{{0.60, 0.40}, 

{0.36, 0.32}} 

{{0.30, 0.10}, 

{0.60, 0.55}} 

A3 
{{0.85, 0.80, 0.75}, 

{0.15, 0.13, 0.11}} 

{{0.55, 0.52, 0.50}, 

{0.44, 0.43, 0.40}} 

{{0.60, 0.57, 0.55}, 

{0.38, 0.35, 0.32}} 

{{0.95, 0.85}, 

{0.04, 0.03}} 

{{0.30, 0.10}, 

{0.65, 0.60}} 

A4 
{{0.80, 0.73, 0.56}, 

{0.17, 0.14, 0.12}} 

{{0.50, 0.47, 0.45}, 

{0.45, 0.43, 0.40}} 

{{0.15, 0.12, 0.10}, 

{0.82, 0.77, 0.72}} 

{{0.80, 0.60}, 

{0.19, 0.14}} 

{{0.30, 0.10}, 

{0.63, 0.52}} 

A5 
{{0.90, 0.89, 0.88}, 

{0.08, 0.06, 0.05}} 

{{0.84, 0.74, 0.66}, 

{0.13, 0.12, 0.09}} 

{{0.80, 0.75, 0.70}, 

{0.18, 0.15, 0.11}} 

{{0.60, 0.40}, 

{0.38, 0.31}} 

{{0.30, 0.10}, 

{0.62, 0.57}} 

A6 
{{0.85, 0.82, 0.80}, 

{0.14, 0.11, 0.07}} 

{{0.95, 0.78, 0.66}, 

{0.03, 0.02, 0.01}} 

{{0.70, 0.69, 0.68}, 

{0.28, 0.25, 0.24}} 

{{0.60, 0.40}, 

{0.35, 0.33}} 

{{0.30, 0.10}, 

{0.65, 0.53}} 

 
Table 2. Assessment Results. 

λ  S(A*, A1) S(A*, A2) S(A*, A3) S(A*, A4) S(A*, A5) S(A*, A6) 

λ = 1 0.6990 0.4633 0.7078 0.5928 0.7638 0.7512 

λ = 2 0.6509 0.4170 0.6518 0.5312 0.7018 0.6937 

λ = 6 0.5191 0.2748 0.5539 0.4145 0.5747 0.5754 

λ = 10 0.4656 0.2041 0.5125 0.3632 0.5261 0.5264 

 
Table 3. Assessment Ranking Results. 

λ  Ranking 

λ = 1 A5 > A6 > A3 > A1 > A4 > A2 

λ = 2 A5 > A6 > A3 > A1 > A4 > A2 

λ = 6 A6 > A5 > A3 > A1 > A4 > A2 

λ = 10 A6 > A5 > A3 > A1 > A4 > A2 
 

all the alternative images can be given on the basis of the 
proposed method and is proved to be effective and practical 
in the process of the assessment process. In addition, the 
proposed technology can give a more useful way to provide 
appropriate assessment reference for decision-makers or ex-
perts. The proposed assessment method not only provides a 
new reasonable improvement to the existing assessment 
methods, but also simply develops an increasingly wide uti-
lization of dual hesitant fuzzy sets in a new applied field. 

In the future, we shall continue to improve the proposed 
method to solve more complex assessment problems, and 
extend to other application domains. 
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