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Abstract: This paper deals with the problem of robust smooth switching state feedback controller design for a class of linear time-
varying systems with input quantization and input saturation, which is a common case in the practical engineering for modern flight
vehicle. First, the problem statement is presented, in which a tracking problem is converted into a regulation problem by constructing
a deviation system, the tracking error deviation is treated as the system performance and the conditions for smooth switching tracking
control are discussed based on the theory of robust control technique. Secondly, the state feedback gain of the deviation system with
input saturation and input quantization is designed by solving Linear Matrix Inequalities (LMIs) based convex optimization problem
with the conditions for smooth switching tracking control being considered. Finally, validation simulations are carried out for the
longitudinal dynamics model of hypersonic vehicle driven by Reaction Control System (RCS) to illustrate the effectiveness and
rationality of the proposed approach.
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1. INTRODUCTION

In optimizing autopilot design and evaluating robustness for flight vehicle, many significant advances have been
achieved with newly developed control theory during the recent years [1 - 6]. While, developing an effective approach
is  still  a  challenging  issue,  especially  for  an  aircraft  with  multiple  flight  conditions  and  each  of  the  condition
corresponding to a different model,  especially as the hypersonic vehicle driven by Reaction Control System (RCS)
during initial reentry phase. Reaction Control Systems (RCS) consisting of thrusters that can fire to produce rolling,
pitching and yawing moments have been used for reentry vehicle control for decades. The RCS control authority is
relatively  constant  across  a  dynamic  pressure  envelope,  and  the  valve  dynamics  of  the  RCS  thrusters  may  be
significantly faster than the motor dynamics of aerosurfaces. The RCS of hypersonic vehicle can be characterized as
pulsed control effectors with two states (on and off) and can be described as an actuator with quantization and saturation
characteristics [7]. In this way, hypersonic reentry vehicle driven by RCS becomes a plant with input quantization and
input saturation. However, it is a challenge to design a command tracking control system for such a plant theoretically.
And also, an efficient control law is required to meet a desired performance, when the hypersonic reentry vehicle driven
by RCS transits from one flight condition to another.

Phase  plane  method  [8  -  11]  and  pulse  width  modulation  (PWM)  method  [12,  13]  are  the  traditional  control
techniques for vehicle driven by RCS. Phase plane method is an effective tool for designing single-axis control system
for reentry vehicles, such as the Apollo command module [8] and the Mars Science Laboratory [11]; while, it cannot be
applied to systems with rotational coupling. When the duty cycles of the thrusters of RCS are modulated by PWM, the
thrusters can be treated as continuous  actuators. By  such an  approach, the  continuous multivariable  control methods
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could be used to design the control system for flight vehicle. While, PWM method may lead to rapid cycling of the
thrusters, which can result in excessive wear on the RCS propellant control valves. In our recent work [14], an approach
based on Linear Matrix Inequalities (LMIs) convex optimization procedure is proposed for designing the Command-
Tracking-Control-System for plant  with hybrid  actuator, in which,  the controllers are  designed at trim  point for each
plant, not for multi-plants. Ref. [15] presents a method to design a smooth switching gain-scheduled linear parameter
varying (LPV) controller for LPV systems, such that it  has a smooth transition of controllers.  Ref. [16] proposed a
scheme considered embeds a finite family of pre-designed controllers and a high-level unit which selects, at each instant
of time, the candidate controller  to be placed in feedback to the uncertain plant.  While,  for a class of time-varying
systems with input quantization and saturation, both Refs. [15, 16] are not mentioned and need for further research.

Our work is related to the work of Refs. [17, 18], where such a novel smooth switching approach based on Linear
Matrix Inequalities (LMIs) is proposed for a class of time-varying systems with input quantization and saturation, which
has not been handled in the literatures to date. Based on the Lyapunov stability theory and robust control technique, a
state feedback gain of the time-varying systems with input saturation and input quantization is designed by solving
LMIs based convex optimization problem with the conditions for smooth switching tracking control being considered.
With the controller,  the closed-loop system can track a given reference signal with desired performance during the
whole  operating  range.  Most  importantly,  in  the  switching  process  when  the  flight  condition  changes,  the  system
chattering can be considerably reduced by this designed constant controller. As far as we know, the smooth switching
tracking control problem for time-varying systems with input saturation and input quantization has not been considered
in literatures.

The paper is organized as follows. In section 2, the problem statement is presented, in which a tracking problem is
converted to a  regulation problem by constructing a deviation system, the tracking error  deviation is  treated as  the
system performance and the conditions for smooth switching tracking control are presented. In Section 3, the procedure
for designing a state feedback gain for the deviation system with input saturation and input quantization is provided
with  the  consideration  of  smooth  switching  conditions.  And  then,  validation  simulations  are  carried  out  for  the
longitudinal  dynamics model  of  hypersonic vehicle  driven by RCS in Section 4.  Finally,  the paper  is  concluded in
Section 5.

2. PROBLEM STATEMENT

Considering the time-varying system as follows:

(1)

with system matrix Ap (t), control matrix Bp (t) and system performance output matrix Hp (t), which include time-
varying  parameters.  And  the  changing  patterns  of  the  time-varying  parameters  in  Ap  (t),  Bp  (t)  and  Hp  (t)  are  so
complicated that it is difficult to obtain the analytical forms of them. Generally, in the field of engineering practice, a
common  method  is  to  select  some  characteristic  time  points  in  the  flight  envelop  and  design  controllers  for  each
subsystems. However, such design method cannot guarantee the stability of the original time-varying model due to the
negligence of the majority unconsidered operating points. The validation of global stability using this method involves
infinite operating points, it is unrealistic.

To overcome the difficulties caused by the traditional method for the global stable controller design problem, a
novel approach is introduced in this paper. For this purpose, we rewrite system (1) as the following form:

(2)

It is assumed that a finite number of discrete characteristic time points during the whole operating region of the
system can be selected. At each characteristic time point, a time invariant linear system can be obtained, and the system
matrix, control matrix and performance output matrix for each linear system are Api, Api and Hpi, respectively, where i =
1,2,...N. And also, the system matrix of system (2) can be respected by a convex combination of Api, Api and Hpi, that is
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(3)

where   satisfying

Considering  the  schematic  diagram  of  tracking  control  system  as  Fig.  (1).  In  Fig.  (1),  the  dynamics  model  of
compensator is

(4)

where w(t) is the state of compensator, e(t) = r(t)-Zp (t) is the tracking error.

Fig. (1). Schematic diagram of tracking control system.

According to e(t) = r(t)-Zp (t), the plant model and the compensator model can be written in an augmented form as:

(5)

The control input can be expressed as:

(6)

By redefining the state, the output, and the matrix variables to streamline the notation, the augmented equations that
contain the dynamics of both the plant and the compensator are of the form
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Let,

Obviously, the following expressions are satisfied.

Using the equations u(t) = Kx (t) and   the  closed-loop system is found to
be:

(8)

(10)

(11)

(12)

with tracking error deviation as:

(13)

Consider the regulation system involving input quantization and input saturation, Eq. (12) can be described by:

(14)

(15)

where Δ is positive for all i = 1, 2,...m and represents the quantization error bound. The static uniform quantizer qua

,

Denote   and   be  the  steady-state  values  of  the  system  state  and  control  input,  then  the  state  and  control
deviations are given by

(9)

Since  in  any  acceptable  design,  the  closed-loop  plant  will  be  asymptotically  stable  and  Ac  is  nonsingular,  then
according to Eq.(8), we have  at steady state, so that the steady-state response  is

Assume  that  the  reference  command  r(t)  is  a  step  command  with  magnitude  r0  ,  using

, the closed-loop dynamics of the state deviation are seen to be

Denote  as the steady-state value of the tracking error, then one can obtain that

According to  and , the command tracking problem has been converted to a
regulator problem for the deviation system

where for any , the quantizer function qua (.) is a piece wise constant mapping, which is defined as
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The closed-loop system (18) can be described as the following diagram shown in Fig. (2).
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where 

Given any vector , the saturation 
:

map sat (.) is classically defined from the symmetric saturation function
having level as the positive vector us

(16)

(17)

where  is the error caused by quantization and saturation.

If  is treated as the disturbance input of the system, and  is treated  as the
system performance output, the closed-loop system can be rewritten as:

(18)

Fig. (2). Diagram of the closed-loop system.

Assume that there is no disturbance input , system (18) is a continuous system. In order to
improve  the  system performance with disturbance input , the H∞ norm of the transfer function
from  should be less than γ1, that is:
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parameter changes, the following expression should be satisfied
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The problem we intend to solve can be summarized as: determining a state feedback gain K to stabilize the closed-
loop system (14) and realize smooth switching control, such that the conditions (19) and (20) should be satisfied.

3. SMOOTH SWITCHING CONTROL DESIGN WITH INPUT QUANTIZATION AND SATURATION

With the saturation function and quantization function defined in the above section, the following two Assumptions
can be obtained by using the modified sector condition [17].

Assumption 1: Consider a matrix , the nonlinearity  satisfies:

One can get that,
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for any diagonal positive matrix , where  is defined by:

Assumption 1:  The nonlinearity  satisfies conditions:

for any diagonal positive matrices .

For system , with the satisfaction of conditions (19) and
(21),  the following proposition for the design of a gain K  can be stated by using Assumption 1,  Assumption 2 and
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(24)

(25)

(26)

then K = YW-1 is a stabilizing gain for the time-varying system with smooth switching, and the sets S 0 and S∞ are
defined by:

where the domain of attraction is S 0 \ S∞ and the domain of convergence is S∞. γ 1 and γ2 are the performance indexes,
which should be minimum, so as to achieve smooth control.

Proof:  For  the  closed-loop  system , consider  the
quadratic Lyapunov function , by Ref. [17], the inequality (23) and the following inequality (27) are
satisfied.
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Therefore, the satisfaction of inequality (23) implies the above inequality.

Since the domain of convergence should be included in the domain of attraction, that is  then

, one can get that Q-W ≥ 0. So the inequality (24) is satisfied.

By using Bounded Real Lemma [19], the condition  described in (19) can be transformed as follows
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Then  by  using   inequality  (29)  can  be
rewritten as

which is equivalent to

The satisfaction of inequality (25) implies the above inequality, so the condition  can be satisfied.
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Then,

The  satisfaction  of  inequality  (26)  in  Proposition  1  implies  the  above  inequality,  so  the  condition

 can be satisfied. Thus, the proof is complete.

Remark 1: It is important to note that Eq. (22) is nonlinear in the decision variables, which prevents from solving
directly a convex optimization problem. Therefore, the following additional constraints are considered in the decision
variables.

Then, inequality (22) can be transformed to be inequality (37)

(37)

Remark 2:  In order to obtain an outer  set  S  0  as  large as possible and an inner set  S∞  as  small  as possible,  two
additional inequalities as Eq.(38) and Eq.(39) are introduced
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where vr is a vector whose size and direction are used to orient the ellipsoid S 0, Ω and H are sets as optimization
parameters to make a convenient compromise between a large S 0 and a small S∞.

Considering τ1, τ2, τ3 and τ4 as tuning parameters, Ω and H as optimization parameters, the optimization problem
with input saturation and input quantization is stated as follows:

(40)
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with system state , where α is angle-of-attack and q is pitch rate. A is system matrix. B is control
matrix, representing the force and moment of RCS. Control input u is the RCS firing command, standing for the number
and  direction  of  thrusters  fired.  It  is  assumed  that  the  maximum  force  produced  by  RCS  is  8F,  and  the  bound  of
quantization error is F, that is us = 8 and Δ = 1.

The system performance output is angle-of-attack, that is:

The  system  matrices  and  control  matrices  of  longitudinal  linear  dynamics  model  of  hypersonic  vehicle  at  five
different trim points are stated as follows:

Selecting turning  parameters  of  LMIs  as 
optimization problem of Eq. (40), we find the state feedback gain as:

(41)

If  the condition of  smooth switching is  not  considered,  that  is  the inequality (26) will  be ignored,  selecting the
turning parameters be the same as above, one can obtain that the state feedback gain as:

(42)

Supposing the tracking command of angle-of-attack is  10 degree,  the initial  angle-of-attack is  0 degree and the
initial pitch rate is 0 degree/s. The initial system model is model 1, at the simulation time of 20s, the system model
switches from model 1 to model 5. The simulation results with continuous input and discrete input are given as follows,
respectively.

 , 
T

x q

 ,  and solving the  convex

Model 1: 

1

0.0014 1

0.1122 0.0024
A

 
   

, 1

0.000034

0.019863
B

 
  
 

  

Model 2: 

2

0.0021 1

0.1336 0.0032
A

 
   

, 2

0.000036

0.019863
B

 
  
 

 

Model 3: 

3

0.0022 1

0.1689 0.0040
A

 
   

, 3

0.000039

0.019863
B

 
  
 

 

Model 4: 

4

0.0027 1

0.1927 0.0048
A

 
   

, 4

0.000043

0.019863
B

 
  
 

 

Model 5: 

5

0.0042 1

0.2230 0.0066
A

 
   

, 5

0.000053

0.019863
B

 
  
 

 

7 3
1 2 3 410 , 0.185, 50, 10         

[ 708.7414 387.1565 438.3598]K             

[ 471.2527 260.9527 288.3237]K   

H = [1 0]
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4.1. Simulation Results With Continuous Input

Figs. (3-5) present the curves of angle-of-attack, pitch rate and the assumed continuous RCS control command, in
which, the solid line represents the results using controller (41) with the condition of smooth switching and the dashed
line is the results using controller (42) without the condition of smooth switching.

Fig. (3). Angle-of-attack (original figure and enlarged figure in 10s-30s).

Fig. (4). Pitch rate (original figure and enlarged figure in 10s-30s).
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Fig. (5). RCS control command (original figure and enlarged figure in 10s-30s).

4.2. Simulation Results with Discrete Input

The curves of angle-of-attack, pitch rate and the discrete RCS control command are presented in Figs. (6-9),  in
which, the solid lines in Figs. (6-8) represent the results using controller (41) with the condition of smooth switching
and the dashed line in Figs. (6, 7, 9) is the results using controller (42) without the condition of smooth switching.

Fig. (6). RCS control command (original figure and enlarged figure in 10s-30s).

It can be seen from Figs. (3-9) that, the tracking performance satisfies the practical specifications, and the state
feedback controller obtained by this proposed method can track a given reference signal well in the considered flight
envelop.  And also,  the switching vibration occurring in  variation of  the parameter  is  suppressed effectively by our
proposed method.
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Fig. (7). Pitch rate (original figure and enlarged figure in 10s-30s).

Fig. (8). RCS control command with the condition of smooth switching (original figure and enlarged figure).



Smooth Switching Tracking Control for a Class of Linear The Open Automation and Control Systems Journal, 2016, Volume 8   19

Fig. (9). RCS control command without the condition of smooth switching (original figure and enlarged figure).

CONCLUSION

This paper has investigated the problem of smooth switching state feedback controller design for linear time-varying
systems with input quantization and input Saturation. By constructing a deviation system, a command-tracking problem
can be converted to a regulator problem. By using robust control technique, the conditions for smooth switching steady
tracking control are presented. Then, with the help of Lyapunov stability theory, the state feedback gain of the deviation
system with input saturation and input quantization is designed by solving Linear Matrix Inequalities (LMIs) based
convex optimization problem with the conditions for smooth switching tracking control being considered. Simulations
results using the longitudinal dynamics models of hypersonic vehicle driven by Reaction Control System (RCS) reveal
that,  the  system  designed  using  the  smooth  switching  tracking  method  proposed  in  this  paper  has  better  transient
behavior when system parameter variation occurs.
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