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Abstract: Scatter search algorithm (SSA) and shuffled frog leaping algorithm (SFLA) are two intelligent optimization al-

gorithms. SSA was introduced to solve discrete optimization problems in 1977 and SFLA in 2003 was created for solving 

continuous optimization problems. Currently, These two algorithms had already been wildly applied to solving many en-

gineering optimization problems. Within this paper, a hybrid algorithm, which combines SSA and SFLA, is presented in 

the hope that the hybrid algorithm can contribute a great deal to the advancement of intelligence optimization research. A 

test is done on an unconstrained single-level lot-sizing (SLLS) problem to further demonstrate the effectiveness and effi-

ciency of this hybrid algorithm.  
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1. INTRODUCTION 

Scatter search algorithm (SSA) is termed a kind of meta-

heuristics along with genetic algorithm (GA) and taboo 

search (TS). Meta-heuristic, compared with heuristics, modi-

fies and guides other heuristics to search for better results. 

So far, the past decades have seen the ability of SSA in solv-

ing many hard optimization problems [1]. Fred Glover in-

vented the fundamental concepts and principles of SSA 

method and Manuel Laguna made extensive contributions 

afterwards [2]. SSA highly depends on decision combining 

rules and problem constraints when searching for a new so-

lution in a vast solution space. Different from the other evo-

lutionary methods such as GA and TS, scatter search is con-

structed based on the principle that through careful designs 

and clever methods for creating new solutions huge benefits 

might come. SSA employs strategies to deal with seeking 

diversification and intensification, which have been demon-

strated highly appropriate in a large amount of engineering 

optimization problems. SSA is of great flexibility in that 

every components could be implemented by a great deal of 
ways and any degrees of complexity [3]. 

In 2003, shuffled frog leaping algorithm (SFLA) is cre-

ated and used by Eusuff and Lansey [4]. SFLA is a group-
based, novel and effective intelligent optimzation computing 

method. It’s now receiving ever increasing interests from all 

walks of academic institutions and engineering optimization 
fields. SFLA, which is full of powerful optimum-reaching 

ability and can be implemented easily, combines the features 

of Memetic algorithm (MA) and particle swarm optimization 
 

 
 

 (PSO). Therefore, it integrates strong local search (LS)  
ability and good global search (GS) c apability into itself  
[5-10]. 

Here, a hybrid algorithm combining charateristics of SSA 
and SFLA was provided hoping to bring both algorithms’ 
advantages together. The effectiveness and efficiency was 
tested on an unconstrained SLLS problem. Computational 
result showed that the hybrid scheme functioned properly 
and satisfactorily. 

2. BRIEF INTRODUCTION ON SSA 

In SSA, there are several important parameters listed be-
low [11]. 

• PSize = number of diverse solutions created through the 
diversification generation method 

• b = content of the reference set (RefSet) 

• b1 = number of the high-quality solutions (subset) in 
RefSet 

• b2 = number of the solutions with high diversity (subset) 
in RefSet 

• RefSet = an ordered pair composed of b1 and b2 like (b1 
b2) 

• P = the population 

The basic executive process of SSA is as follows [12]: 

• Step 1: Generate a starting set P and guarantee a high 
degree of diversity. Apply improvement strategies on P. 
Designate a set consists of several best vectors and sev-
eral solution with diversification as the Refset.  

• Step 2: Constitute some subsets according to subset 
generation rule and create new elements 
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• Step 3: Apply the improvement strategies used in Step 1 
on the new solutions even though some of them maybe 
unfeasible.  

• Step 4: Rebuild Refset. Repeat Steps 2, 3 and 4 until the 
Refset remains the same for several generations. Make 
some changes to candidates in Refset and reshape Ref-
set. Stop when a specified limit is met. 

With the advance of the executive procedure, 5 very im-
portant methods are employed and listed below:  

• A diversification generation method is for creating di-
versified solutions. 

• An improvement method is for transforming a candidate 
solution into a improved one (Neither the input nor the 
output is demanded to be feasible, even if the outcomes are 
expected to be so. If no improvement is acquired or even 
worse solution is gained, the input is kept as it used to be). 

• A reference set update method is for building and main-
taining a reference set, which consists of b solutions. So-
lutions, which have permissions to enter the reference 
set, depend on their qualities or their diversities. 

• A subset generation method is for operating on the ref-
erence set to form 2-,3-,4-,5- and muti-element subsets. 

• A solution combination method is for transforming a given 
subset of solutions into one or more candidate solutions. 

The following steps illustrate the executive procedure of 
SSA [10]. 

• Start with P=Ø. Use the diversification generation 

method to construct a solution and apply the improve-

ment method. Let x be the resulting solution. If 

x P then add x to P(i.e., P=P x), otherwise, discard 

x. repeat this step until |P|=PSize 

• Use the reference set update method to build RefSet = 
{x

1
,…,x

b
} with the “best” b solutions in P. Order the so-

lutions in Refset according to their objective function 
value such that x

1
 is the best solution and x

b
 the worst. 

Set NewSolutions = TRUE 

• While (NewSolutions) Do 

Gnerate NewSolutions with the subset generation 

method. Set NewSolutions = FALSE 

While (NewSubsets Ø) Do 

Select the next subset s in NewSubsets. 

Apply the solution combination method to s to ob-

tain one or more new trial solutions x. Apply 

the improvement method to the trial solutions 

Apply the reference set update method. 

If (RefSet has changed) Then 

set NewSolutions = TRUE 

End If 

Delete s from NewSubsets 

End While 

End While 

3. BRIEF INTRODUCTION ON SFLA 

SFLA is a newly popular intelligent optimization tech-

nology introduced in view of the memetic evolution in a 

group of frogs, which seek for the location where the maxi-

mum amount of available foods exist. SFLA, originated in 

2003, combines the advantages of memetic algorithm and 

particle swarm optimization (PSO) technology. Within 

SFLA, the iterative population is formed with a group of 

frogs (candidate solutions) assigned into several subsets 

(memeplexes). In each memeplex, which is looked as a dif-

ferent culture (meme) of frogs, frogs carry out a local search. 

Here, songs, ideas, knowledge, fashion and ways of making 

products or ways of building houses can also be viewed as 

meme(s). A memetic evolution process goes on among frogs 

in each memeplex, i.e., they extend local scout in solution 

space following one specific strategy or several ones which 

advocate the communication in a meme among local indi-

viduals. A certain number of memetic evolution later, infor-

mation exchange process goes through among memeplexes 

during re-shuffling period. The local scout and the re-

shuffling process alternate through out the whole process 

until a convergence criterion is reached [5-9].  

The executive process of SFLA goes like: Constitute the 

initial population with P randomly generated candidate solu-

tions (frogs). For problems with L-dimensions, a frog can be 

presented with a vector such as Xi=(xi1, xi2,…, xiL). Then, 

order the frogs in a descending way according to each one’s 

fitness or objective function. Afterwards, the whole popula-

tion breaks into m subsets (memeplexes), each having n 

frogs (P = m  n). During the dividing process, the first frog 

is put into the first memeplex, the second frog is assigned to 

the second memeplex and frog m enters the mth memeplex, 

while frog m+1 goes nowhere but the first memeplex, etc 

[10].  

In every memeplex, the best frog and the worst one are 

labeled Xb and Xw. The best-of-all frog is termed Xg. Then, a 

process with similar formulas as in PSO functions to en-

hance Xw (not all the frogs within a memeplex) in each small 

subset. The formulas are as follows: 

S = rand()  (Xb  Xw)            (1) 

Xnew = Xw + S, Smax  S  Smax          (2) 

here rand() is a function with a returned float number, 

which is randomly generated between 0 and 1; Smax is the 

maximal allowed change times at a frog’s position. If a bet-

ter solution Xnew is attained, the worst frog Xw goes to this 

position. Otherwise, formula (1) is adjusted by substituting 

Xg for Xb. If still no improvement happens in this situation, a 

newly created random solution is used to replace Xw. There-

fore the memeplex is resorted and updated and afterwards all 

the memeplexes are re-shuffled together to facilitate ex-

changing information and reallocate frogs for the next search 

process. The flowchart of SFLA appears in Fig. (1) [4]. 

4. HYBRID ALGORITHM 

In each generation in SSA, the subset generation method 
produces some subsets according to the reference set. Let’s  
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Fig. (1). Flowchart of SFLA. 

say a reference set is of 3 satisfactory solutions and 2 good-
diversity solutions and the index of each solution is among 
{1, 2, 3, 4, 5}. Then SSA generates firstly the 2-element sub-
sets such as {{1,2}, {1,3}, {1,4}, {1,5}, {2,3}, {2,4}, {2,5}, 
{3,4}, {3,5}, {4,5}}; afterwards, 3-element subsets are gen-
erated by inserting another index, which indicates a solution 
with the the best diversity (largest distance) to each one in 
the current 2-element subset, into the 2-element subsets; 
therefore the 4-element subsets are set up in the same way by 
putting a designated solution into 3-element subsets; in the 
end, the reference set itself is used as a large subset.  

Once all subsets are constituted, the solution combination 
method is applied to create a new solution. A classical way 
of combining a subset of solutions into a new solution is a 
scoring technology. Given that a 3-element subset 
{x1(1,0,0,1), x2(1,0,1,0), x3(0,1,1,1)} with f(x1)=5, f(x2)=3 
and f(x3)=9, the weight of each bit in each solution are 
{0.294 (5/17), 0.176 (3/17), 0.53 (9/17)}. According to the 
weights of each bit in every solution, the weights of each bit 

in the new solution is {0.47 (0.294*1+ 0.176 *1 + 0.53*0), 
0.53 (0.294 *0+ 0.176 *0+ 0.53 *1), 0.706(0.294 *0+ 0.176 
*1+ 0.53*1), 0.824 (0.294*1 + 0.176*0+ 0.53*1)}. So, a 
new {0, 1, 1, 1} is decided since 0.47 is lower than 0.5 while 
other weights of other bits outgrow 0.5.  

In Hybrid algorithm, 3-element, 4-element and multi-
element subsets in SSA are taken as memeplexes. We can 
change the afore-mentioned best solution x3 as x3

’
 = {0, 0.53, 

0.53, 0.53} and the worst solution xw as as x
’
w {0.176, 0, 

0.176, 0}. Then reshape (1) and (2) into (3) and (4). 

S = 2  rand()  (Xb  Xw)           (3) 

Xnew = Xw ± S, Smax  S  Smax            (4) 

Here formula (3) and (4) are used to generate a new solu-
tion xnew (but the variables appear on the right side of (3) and 
(4) are x3

’
 and x

’
w). In (4), whether there will be a minus sign 

or a plus sign depends on the random number given by com-
puter with a possibility of 0.5. If xnew is greater than 1, it is 
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changed as xnew = xnew – 1 until xnew is smaller than 1; if xnew 
is smaller than 0, it is adjusted as xnew = xnew +1 until xnew is a 
positive one. Here xnew is a real number vector. After com-
paring each bit in xnew with a number 0.5, xnew is then trans-
ferred into a binary vector. 

The 2-element subsets can still experience a crossover 
operation as in GA to create new chromosomes. The other 
new solutions come out according to (3) and (4) as in SFLA. 
The logical executive steps of the hybrid algorithm are listed 
as: 

• Initiate all the parameters in SSA 

• Generate the Population with a certain number of solu-
tions according to the diversification generation method 
and the improvement method 

• Build up the reference set with 5 solutions selected from 
the population (3 best-quality ones and 2 good-diversity 
ones) according to the reference set generation method 

• Produce 2-element, 3-element, 4-element and multi-
element subsets according to the subset generation 
method 

• Apply different solution generation method to different 
types of subsets (crossover operation for 2-element sub-
sets and SFLA’s new solution generation method for the 
other types of subsets) 

• Sequencing the newly produced solutions together with 
the solutions not used before to generate reference set to 
form a new population with the same size as before 

• IF the stopping limits are met, return the first solution in 
the ordered population; else go to Step 3. 

5. EXPERIMENTAL RESULTS 

The lot-sizing (LS) problem is the key production plan-
ning problem in materials requirements planning (MRP) 
systems. Its aim is to decide the optimal production lot size 
and the inventory volume to minimize the production cost, 
the inventory carrying cost, the back ordering cost etc.  

Here the proposed hybrid algorithm is programmed and 
implemented in C++ language with a laptop having a dual 
2.4GHz CPU, 1G RAM and Window XP operating system, 
compiled in MS. Visual C++ 6.0 environment and tested 
with an uncapacitated SLLS problem.  

In SLLS problem, there is only one product under plan-
ning with T periods (in this paper, it is set to be 12). The 
SLLS problem can be coded as {1,0,0,1,0,1,1,0,0,0, 1,0}. 

Since the demand for products in each period is known be-
forehand like {10,10,10,10,10,10,10,10,10,10, 10,10}, the 
solution can be easily translated into a production decision 
{30,0,0,20,0,10,40, 0,0,0,20,0}. Then the inventory level and 
inventory carrying cost can be decided accordingly. The ob-
jective fuction is composed by inventory volume inventory 
keeping cost + setup cost  production times (if there is a ‘1’ 
in a solution, the objective function is increase by a setup 
cost). 

In this paper, an unconstrained SLLS case having 1 

product and 12 production periods is listed in Table 1. The 

setup cost is 54 and the inventory keeping cost is 0.4. The 

Population size is 20, the size of reference set is 5, the max 

iterative times is set as 200 and the inner iteration times in a 

meme group is 2. The hybrid algorithm is run 50 distinctive 

times. The computational result shows that the algorithm 

performs each run with an average CPU time of 0.6 second. 

In each run, hybrid algorithm attained the optimal cost 501.2. 

The result of the hybrid algorithm is compared with results 

of some famous ever-existed heuristic algorithms such as 

Wagner-Whitin (WW), Silver-Meal (SM), EOQ, Lot-4-Lot 
and Least Unit Cost (LUC) method as listed in Table 2. 

Table 2. Comparison between hybrid algorithm and other 

heuristic algorithms. 

Algorithms Cost 

Hybrid Algorithm 501.2 

WW 501.2 

SM 501.2 

EOQ 643.2 

L4L 648 

LUC 558.8 

Through synthetically analysis on the result presented by 

the new algorithm, we can conclude that the proposed algo-

rithm is highly feasible, effective and efficient to solve SLLS 

problem with no capacity constains. Through integrating 

more modifications, improvements and heuristics to the new 

algorithm, it is reasonable to assert that the performance of 

which can be improved a great deal and that it is of foresee-

able great potential to advance towards a powerful tool suit-
able oin many other optimization occasions. 

Table 1. Demand for products in each period. 

Month 1 2 3 4 5 

Demand 10 62 12 130 154 

Month 6 7 8 9 10 

Demand 129 88 52 124 160 

Month 11 12    

Demand 238 41    
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CONCLUSION 

This paper presents a hybrid algorithm combining the 
SSA and SFLA together. Through a test for its effectiveness 
and efficiency on an unconstrained SLLS problem, the pro-
posed scheme shows satisfactory performance and strong 
potential to develop into another powerful intelligent optimi-
zation tool suitable for solving many complicated and so-
phisticated optimization problems in many academic and 
engineering fields. 
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