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Abstract: Considering the problem how to protect the cloud services from being destroyed by cloud users, the risk-

prediction model based on improved AdaBoost method is proposed. The risk prediction is regarded as two-class classifi-

cation problem, and the risk of new cloud users could be predicted by the attributes of historical cloud users. In order to 

improve the result of predicted, AdaBoost method is adopted in this paper. The error rate of the last training is used to ad-

just the sample distribution of the next training, which can make the next training have stronger ability of identification 

for the error-classified samples. At the same time the weight of each weak classifier is set. After all, the strong classifier is 

generated by combined the weak classifiers through voting, which can improve the overall result of classification. Con-

sidering the wrongly-predicted cost, AdaBoost method is improved. The method of cost-sensitive is added into the model 

in order to minimal the misclassified-cost. Experiments show that the cost-sensitive AdaBoost method has better classifi-

cation result than the traditional ones and it can predict the risk of the new cloud user effectively and protect the security 

of the cloud services. 
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1. INTRODUCTION 

With the rapid development of cloud computing [1], the 
numbers and types of cloud services are increasing explo-
sively. Meanwhile, the numbers of cloud users is increasing. 
In the face of the request of many cloud users, it has became 
an important research direction that how to avoided destroy-
ing cloud services 

At present, aiming at the question of how to protect the 
security of the cloud users, many researches have been done 
researched, and achieved certain results. Such as, password-
based authentication, authentication based on smart card, etc. 
However, even if users pass the authentication, maybe they 
will destroy the security of cloud services because of the 
benefit of individual or group. As to the problem, many 
methods have been proposed by international and domestic 
academics. The paper [2] proposed a control model based on 
RBAC, the model divides the users into two categories, 
black and white list, and only the users in the white list can 
access to cloud services. But, because of the uncertainty of 
the users, even if the users in the white list, they also can 
destroy the security of cloud services. The paper [3] pro-
posed a hierarchical cloud security model based on SACS, 
but the description of model is over simple, and has not point 
out how to protect the security of cloud services precisely. 
The paper [4] described how to build the trust model of 
 

cloud services, and decided if choose the service by the 
credibility of this service, thus protect the benefit of cloud 
users, however, this paper ignored the threaten of cloud us-
ers, malicious users maybe destroy cloud services. In this 
paper, risk prediction model based on improved Adaboost 
method is proposed for solving these above problems. 

2. FRAME 

The risk prediction of cloud users can be divided into two 
classes: dynamic prediction and static prediction. Static pre-

diction analysis the historical data of cloud users and get a 

priori model, thereby improve the ability of predicting new 
users’ behavior. Static analysis the attributes of users, the 

key of the technology lies in how to make full use of the 

historical data, and construct the prediction model. 

Risk prediction of cloud users is a two-class classifica-

tion problem, SVM [5-7], Decision Tree [8-10], Neural 

Network [11-13], Naive Bayes [14-16], etc, all can regard as 
the classification methods. However, these traditional classi-

fication methods have many disadvantages. Such as, in the 

model of risk prediction of cloud users, the cost of risky user 
classifying as risk-free user is much more than the cost of 

risk-free user classifying as risky user. Many of existing 

method shave not considered the unequal properties of cost. 
And the classification effect of a single classifier is limited, 

how to improve the classification effect is also a big problem. 

Aiming at the above problem, we use AdaBoost method 
in multi-classifiers, which combine a few weak classifiers 
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and get a stronger classifier. Also, we achieve a better pre-
diction result through introducing cost-sensitive factor. The 
process is shown in Fig. (1). 

Step 1: Making authentication for each user, who applies 
for cloud service. 

Step 2: Predicting the risky of users, who have passed 
the authentication; Otherwise, forcing the users out of the 
service request. 

Step 3: Providing requested service for users, who have 
passed the risky prediction. Otherwise, refuse to provide the 
requested service. 

Among them, the risk prediction of step 2 is the empha-
sis，the steps are as follow: 

Step 2.1: Collecting the information of historical us-

ers,
  
S = (S

1
,S

2
,...,S

n
) ,
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i
expresses the information of users. 

Step 2.2: Extracting feature from the information of his-

torical user 
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i
, and get the feature vector 
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,..., x

m
) , among them, x
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,..., x
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express the 

cloud user's attributes, such as abnormal behavior, integrity 

degree, behavioral environment. etc; Mark each user as risky 

or risk-free, get the Label vector
n
Y . 

  
Y

n
={ 1} or 

  
Y

n
={1} . 

Step 2.3: Through the cost-sensitive AdaBoost method, 

training sample 
  
( X

n
,Y

n
) , which is got in the first two steps, 

then, get a strong classifier. 

Step 2.4: Classifing the new user through this strong 
classifier, and predict the risk of new user. 

3. THE ADABOOST METHOD BASED ON COST 
SENSITIVE 

AdaBoost method as a common integrated learning 
method, this method adjusts the sample distribution of the 
next training through the error rate of the last training, make 
the next training has stronger ability of identification for the 
error samples, and reset a weight for each weak classifier. 
Last, through the means of weighted voting to generate the 
strong classifier, thus improve the overall results of classifi-
cation. 

Meanwhile, during the process of risk prediction of cloud 
users, we will meet two types of wrongly-predicted 
cost。The error I is risk-free user classifying as risky user, 
and the error II is risky user classifying as risk-free user. 
Obviously, the cost of error I is higher than the cost of error 
II。Naturally, we consider cost-sensitive factor into the 
AdaBoost method, and consider these two kinds of the 
wrongly-predicted cost into the structure of the classifier. 

3.1. AdaBoost Method 

AdaBoost method was proposed by Freund and Schapire 
[17]. This method uses a basic classifier to generate a series 
of classifiers, and each classifier is resetted a corresponding 
weight. At each final training stage, we adjust the weights of 
training sample to influence the next training. We improve 
the weight of wrongly-predicted sample, and reduce the 
weight of correctly-predicted sample, these adjustments of 
weights make the classifier has stronger ability to identify 
wrongly-predicted sample. Finally, each classifier are com-
bined through specific ways. Method process is as follow. 

Algorithm 1. AdaBoost method. 

Input: A training set  G  containing  N samples (X
n
,Y
n
) , 

  
n = 1,2,..., N  

where 
 
X

n
 is a vector of attribute values of cloud users, 

  
X

n
= (x
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m
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Y

n
Y ={ 1,1}  is the class label. 

Initialization: Let the weight vector : 
  
W

1
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for 

  
n = 1,2,..., N , 

  
y Y {Y

n
}  

Do for 
  
t = 1,2,...,T  

1. Train neural network using the weight distribution 
 
W

t  
and obtain the 

………… ..

the  data of 
historical 

users

The sample  of  

historical users

Labeling

(risky /risk -free )

Feature 
extraction

The metrics of 

sample

Training sample

Creating 

a training 
corpus

Building a 
prediction 

model

AdaBoost 

Prediction &
Evaluation

sample of new 

user

Representation 

Classification

 

Fig. (1). A frame of prediction model. 
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hypothesis 
  
h

t
[ 1,1] . 

2. Calculate the error of 
 
h

t
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If 
t
> 0.5 , set T = t 1  and abort loop. 

3. Set the weight updating parameter 
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log(
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4. Update and normalized the weight vector  
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Where 
  
n = 1,2,..., N , 

t
Z is a normalization factor chosen so that 

  
W

t+1
(n) becomes a proper distribution. 

Output:the final classifier 

  

h
f
(x) = sign(

t
h

t
(x)

t=1
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)                (4) 

Among them,
n
X is the attribute vector of cloud user, and 

  
X

n
= (x

1
, x

2
,..., x

m
) ,

n
Y is sample label (risky or risk-free), 

(n)
k

W denotes the weight of the k-th training phase of the n-

th sample. 

3.2. Cost-Sensitive 

Cost-sensitive has been widespread concerned in recent 
years [18]. The target of cost-sensitive is to consider diffi-
dent wrongly-predicted cost into the process of structuring 
classifier. For the problem of two-class classification of 
cloud users risk prediction, cost matrix is as shown in Table 1. 
In the Table 1, (i, j)(i, j { 1,1})C show the error cost that 
class i is classified as class j. In our method, ( 1,1)C show 
the cost that risky user is classified as risk-free user, and 
(1, 1)C show the cost that risk-free user is classified as 

risky user. The global target is to consider the cost-sensitive 
matrix into the structure of classifier, thus, get the minimal 
cost classifier. 

Considering the different wrongly-predicted cost, we 
need to add cost matrix into AdaBoost method. 

As the above description of AdaBoost method, we initial-
ize the each sample with same distribution. After adding 
cost-sensitive, a common method is to set different wrongly-
predicted cost sample with different weight, for example, the 
higher wrongly-predicted cost sample with higher weight, 
and the lower wrongly-predicted cost sample with lower 

weight. Such as Schapire, Singer and Singhal [19], they all 
adopted this method. Karakoulas and Shawe-Taylor [20] also 
adopted the similar method. 

There is another method, which is adding cost-sensitive 
factor into the process of updating weight [21]. Through this 
way, we can make the weight updating speed increasing 
faster for the high-cost sample if it is wrongly predicted, or 
make the weight updating speed reducing more slowly for 
the high-cost sample if it is correctly predicted. This method 
has been proved to achieve lower entirety wrongly-predicted 
cost. Method process is as follows. 

Algorithm 2. Cost-sensitive AdaBoost method. 

Input: A training set  G  containing  N samples 
  
( X

n
,Y

n
) , 

  
n = 1,2,..., N  

where 
 
X

n
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X
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Do for 
  
t = 1,2,...,T  

1. Train neural network using the weight distribution 
t

W and obtain the 

hypothesis 
  
h
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[ 1,1] . 

2. Calculate the error of 
t
h :use equal (1) 

If 
  t

> 0.5 , set   T = t 1  and abort loop. 

3. Set the weight updating parameter: use equal (2) 

4. Update 
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Where 
  

(i)  is a cost-adjustment function. 
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We modify the updated method of weights, and obtain a 
simple method, as follows: 
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Table 1. The cost matrix of risk prediction. 

 Actual Defect-Prone Actual Not-Defect-Prone 

Predict defect-prone 
  
C( 1, 1) = c

1, 1
 

  
C(1, 1) = c

1, 1
 

Actual not-defect-prone 
  
C( 1,1) = c

1,1
 

  
C(1,1) = c

1,1
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In this method, the cost-sensitive factor is placed out of 
the formula and change the updating speed of different 
wrongly-predicted sample. In this paper, we adopt the sec-
ond method. 

4. EXPERIMENT 

In this section, we will describe the experimental data 
sets, measurement metric and the design of experiment de-
tailedly. 

4.1. Dataset 

As the static data of cloud user is difficult to collect, and 
there is no open experimental data sets, we chose to use the 
data set in similar environments, such as bank credit risk 
prediction data set. In this experiment, we use bank credit 
users of UCI datasets to provide simulation. It is a collection 
of data for the Australian credit certification. Due to the pri-
vacy issue, get 14 dimensions of user attributes data 
(http://archive.ics.uci.edu/ml/datasets/Statlog+%28Australia
n+Credit+Approval%29). 

4.2. Measurement Metric 

There are four metrics to evaluate the effectiveness of 
prediction models: recall rate, false alarm rate, precision and 
accuracy. we use A, B, C, D to define these four metrics as 
shown in Table 2, where A, B,C, D, respectively, is the 
number of risky users being predicted as risky ones, being 
predicted as risk-free ones, and the number of risk-free users 
being predicted as risky users, risk-free users being predicted 
as risk-free ones. 

Table 2. Defect prediction metric. 

 
Predict as Risky 

Users 

Predict as Risk-Free 

Users 

Risky users A B 

Risk-free C D 

Recall: It is the proportion of risky users being accu-
rately predicted as risky users, which is

  
A / ( A+ B).

 
This 

ratio is very important for cloud-users risk prediction. The 
purpose of the model is to identify risk cloud-users. We use 
Pd to express recall.  

False positive rate: The proportion of risky users being 
predicted as risk-free, which is / ( )C C D+ . We use Pf to 
express false positives. 

Precision: The proportion of risk-free users being cor-
rectly predicted as risk-free, which is / ( )A A C+ . We use pre 
to express precision. 

A good method should have a high recall and precision. 

However, this two are mutual restraint. So we need a combi-

nation of the two metrics. F-measure is the harmonic mean 

of recall and precision, which is defined as follows: 

  
F measure = 2 * recall * precision / recall  +  precision( )    

(9) 

Obviously, a good method should have a high recall rate, 
precision, F-measure, and low false alarm rate.  

In addition, for some of these methods, such as neural 
networks, SVM, etc., we can also draw their ROC curves, to 
compare its effect.  

We use recall rate as X-axis, false positives as Y-axis rate 
of, and obtain a classifier ROC space, and the ROC curve 
can be drawn. Assuming the output of a classifier is the con-
fidence of a sample belongs to positive class, then the area 
under the ROC curve represents, for any pair of samples, the 
probability that the confidence of a positive sample is greater 
than that of the negative samples, which is AUC value. By 
calculating the AUC value, we can have a good comparison 
measure for classifiers. 

4.3. Experiment Setting 

To assess the effect of the proposed method, we have 

done a lot of experiments. We initialize all samples as ran-

domly distributed, take half of the sample as training set, and 

the other half as test set. we only take the average of the 20 

random sampling experiments and analysis the experimental 

results in Section 4.4. we set the cost-sensitive factor as 

  
cost 1,2( ) : cost 2,1( ) =1: 5  and achieve the best result. 

4.4. Results Analysis 

We compared several common classification methods, 
including support vector machine (SVM), C4.5 decision tree, 
naive Bayes, neural networks, etc. 

Considering the background of cloud-user risk predic-
tion, it is a critical task to predict risky-user correctly. So 

Table 3. Experimental results: Pd, Pf, and Pre comparisons in five method. 

Dataset M SVM C 4.5 Bays network 

Pd 0.88 0.82 0.84 0.78 

Pf 0.16 0.16 0.13 0.16 None 

Pre 0.81 0.80 0.84 0.79 

Pd 0.88 0.85 0.87 0.89 

Pf 0.10 0.17 0.15 0.15 C-Adaboot 

Pre 0.88 0.80 0.83 0.83 
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recall rate(pd) is a very important indicator. Observed on the 
Table 3, we can see that through the usage of C-AdaBoost 
each method, the average pd value has a conspicuous in-
crease at an average of 5.4%. 

Table 4 shows the comparison of F-measure between our 
method and other methods, which is average of 20 random-
ized trials. 

From theabove table we can see, through cost-sensitive 
AdaBoost method, the general classifier effect has been sig-
nificantly improved, with an average increase of 0.23 (0.1-
0.4);  

We calculate the AUC value of each weak classifier and 
the final strong classifier in AdaBoost neural networks. The 
result is showed below: 

In the above Table 5, we can see that a strong classifier 
being generated by combining weak classifiers. The final 
AUC value is greater than all other weak classifiers. Our 
approach improves the average AUC of 5% (2% -12%). 

CONCLUSION 

The risk prediction of cloud users can be divided into two 
classes: dynamic prediction and static prediction. Static pre-
diction mine the historical data of cloud users and get a pri-
ori model, thus achieve the risk prediction of the new cloud 
users. This paper, we treat the risk prediction of cloud users 
as a two-class classification problem. 

Adaboost method is widely applied in various fields. But, 
as we know, it is applied to risk prediction for the first time. 
Many weak classifiers are aggregated into a strong classifier 
by Adaboost method, then, we get strong classifier. As to the 
problem that the uneven wrongly-predicted cost of the pre-
diction, we introduce the cost-sensitive factor into our 
method, thereby, improving the predictive ability of classi-
fier for higher wrongly-predicted cost. Through the compari-
son with some traditional classifiers and our experiment, we 
can see the better result of our method-cost-sensitive 
Adaboost method. On the UCI data sets, our method im-
proves the average value of pd and F-measure effectively. 
Through the comparison of AUC value, we can obviously 
make out that AdaBoost integrates weak classifiers continu-

ally and get the final strong classifier, the strong classifier 
improve the classification results effectively. 
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