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Abstract: Due to the randomness and complexity of power quality disturbances, there is lack of mature and reliable de-

tection and analysing methods on power quality disturbance, especially in the construction site with the changeable opera-

tion condition .In order to deal with the problems of non-stationary power quality signals and spectrum leakage, a new CF 

Recursive Least Squares (CF-RLS) based on blind sources separation method is proposed in this paper. Furthermore the 

way of converging on the proposed method is based on the maximum negative entropy gradient value. In this way, the 

verges can be detected and the CF-RLS method can meet the requirement of signal reconstruction condition. With the 

help of Matlab 7.0, the simulation cases with the power system harmonics with single disturbance and mixed disturbance 

are discussed. Moreover the simulation results show that the harmonics parameters, including amplitudes, phase angles 

and disturbance time, can be detected precisely. At last, the proposed method can completely meet the requirements of the 

power quality disturbance location. 

Keywords: Blind Sources Separation (BSS), Cross-Feedback Recursive Least Squares (CF-RLS), Error Correction Term 
(ECT), harmonics location analysis, power quality. 

1. INTRODUCTION 

With widely use of nonlinear load, especially the power 
electronic devices and some impact loads, more and more 
researchers pay attention on the increasing serious power 
quality of power grid [1-4]. Furthermore power quality pol-
lution does harm the safe and economics operation of power 
grid. Even worse, increasing line loss, misoperation of relay 
protection, enlarged measuring errors on electronic instru-
ments, frequently burning on inter-fuse of 10Kv capacitor 
and insulation aging for large generator are proved to be 
connected with the deterioration of power quality [5-9]. So it 
is very meaningful of long-term supervision and intelligent 
management on power quality signals. On one hand, accu-
rate analysis on stationary power quality signals does well to 
the development of power quality management and power 
system dispatching. On the other hand, position and recogni-
tion on power quality transient disturbance also provides 
evidence for electric energy measurement and active power 
filter. Nowadays the study on power quality disturbance lo-
cation has become a hot issue [10-17]. 

Fast Fourier Transform (FFT), SFFT, Wavelet Transform 
and Hilbert-Huang Transform are the mainstream time-
frequency analysis methods. However, accurate position and 
recognition on power quality transient disturbance is very  
 
 

*Address correspondence to this author at the Electrical Engineering and 

Automation Xiamen University of Technology, LI Gong Road 600, Xiamen, 

China; Tel 0592-6291057; E-mail: 2011110608@xmut.edu.cn 

 

difficult for us. Firstly, FFT is inevitable to cause the spec-
trum leakage and fence effect because of truncation and dis-
creteness in signal collection. Secondly, these detection 
methods are sensitive to background noises, Filtering pro-
cessing for eliminating low-frequency disturbance and noise 
signal carried out is very necessary. Thirdly, power quality 
transient disturbance has the characteristics of large quantity, 
many types and has a complex nature. Many researchers pay 
much more attentions on ANN and window interpolation for 
help [18-20].  

With consideration of advantages of Blind Sources Sepa-
ration (BSS), an improved Recursive Least Squares (CF-
RLS) is proposed in this paper. At last the CF-RLS can meet 
the requirement of signal reconstruction condition. Moreover 
the proposed method has a good anti-noise performance. The 
simulation results show that the proposed method can accu-
rately analyse parameters of power quality transient disturb-
ance, and it can detect and locate the time and amplitude of 
transient disturbance. IN one word, the proposed method has 
a high application value on power quality disturbance loca-
tion. 

2. THEORETICAL BASIS 

2.1. Blind Sources Separation 

All authors must strictly follow the guidelines below for 
preparing illustrations for publication. If the figures are 
found to be sub-standard, then the manuscripts will be  
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rejected/ and the authors offered the option of figure im-
provement professionally by Eureka Science. The costs for 
such improvement will be charged to the authors. 

If there are N unknown signals 
  
S

i
(t),i = 1,2,..., N  , there 

exist column vectors 
  
S(t) = [S

1
(t),...,S

N
(t)]Y ,where t is the 

discrete time, and t=0,1,2...If Mixing Matrix A is a M N  

matrix ,then column vectors 
  
X (t) = [X

1
(t),..., X

M
(t)]T  and 

X(t) is made up by Xi(t), where i=1,...,M. Then the column 

vectors satisfy  

X (t) = AS(t),where M > N   (1) 

Where X(t) is known and A is unknown ,the solving nonlin-
ear equations (1) is called BSS. 

2.2. Independent Component Analysis 

There are several assumptions that should be considered: 

a) Independent component signals are statistically in-
dependent but linearly mixed; 

b) Independent component signals are followed non- 
Gaussian distribution; 

c) The Mixing Matrix A is an N*N matrix. Then the 
BSS can be changed to ICA. 

d) If there is a N*N Inverse Mixing Matrix
  
W = (w

ij
) ,  

e) X can be obtained by W-transform, that is  

  
Y (t) = WX (t) = WAS(t)   (2) 

Where WA=I (N*N unit matrix), Y (t) =S (t);The deriva-
tion process can be shown in Fig. (1). 

2.3. CF-RLS  

The projection pursuit direction of Fast ICA is based on 
the maximum negative entropy gradient value. 

2.3.1. Definition of Negative Entropy Value 

)(()( YHYHYN Gaussg =
  (3) 

Where YGauss is the Gauss random variable with the same 
variance of Y, and H() is the differential entropy of random 
variable. 

Then  

  
H (Y ) = ( ) lg

Y
( )d   (4) 

Where 
  Y

( ) is the probability density function of Y, un-

fortunately 
Y
( )  is not east to get. 

Then 

  
N

g
(Y ) = {E[g(Y )] E[g(Y

Gauss
)]}2   (5) 

Where E[] is the mean operation and g() is the nonlinear 

function, such as 
  
g

1
( y) = tanh( y) , 

  
g

2
( y) = yexp( y

2 / 2)  or 
  
g

3
( y) = y

3

 
etc. 

2.3.2. RLS 

The flow chart of RLS is shown as following: 

At first, the maximum negative entropy approximate val-
ue can be obtained by optimizing searching of E{G(WTX)}.. 

Secondly, according to the pre-conditions of Kuhn-
Tucker, the optimized value can be obtained by the follow-
ing equations: 

1}){(

0)}({
{ 22

==

=+

WXWE

WXWXE

T

T

g  (6) 

where is fixed value, and 
  

= E{W
0

T
X

g
(W

0

T
X )} , where 

W0 is the optimizing value of W. 

Thirdly, the jacobian matrix of F is 

JF(W ) = E{XX
T
g '(W T

X )} I   (7) 

In order to get a quick-reading flow sheet, the approxi-
mate Newton iterative formula is shown in the following 
equation: 

  

W
*

= W {E[Xg(W T
X )] W}/

{E[]g '(W T
X ) }

W = W
* / W

  (8) 

2.3.3. CF-RLS 

With the help of RLS method, voltage swell, voltage dip 
and voltage interruption with harmonics can be identified. 
While there are some errors and deviations on amplitude 
measurement [21], especially in FFT, SFFT and S transform 
etc. In order to deal with the shortcoming, the Cross-
Feedback network is introduced in this paper (which is 
shown in Fig. 2). 

 

 

 

Fig. (1). Derivation process of ICA. 
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As can be seen from the Fig. (2), the cross-feedback net-

work can accelerate the rate of convergence, and can realize 

the multivariable decoupling control. In this way, the prob-

lems of non-stationary power quality signals and spectrum 

leakage may be solved smoothly. Moreover 
  i

i = 1,...,n  are 

the adaptive parameters, the initial values of 
  i

i = 1,...,n
 
are 

1.0. The adjustment of  is connected with the comparison 

between initial signals and composited signals. 

3. SIMULATION EXPERIMENTS VERIFICATION 

3.1 Complex Disturbance Signal Decomposition 

With the help of MATLAB 7.0,the complex disturbance 
signals are produced as following (Table 1), 1000 sampling 
points in one power cycle, and the sampling time t=5T, then 
there are 5000 sampling points in the data set. Moreover, 
Gauss-white noise and square wave (amplitude unit voltage) 
are induced in the simulation with SNR=25dB.  

In order to have a good contrast result, the NLS method 
and BP-NLS method are simulated in this paper. The error 
correction term(ETC) of power quality disturbances I is 
shown in Fig. (3). And location of power quality disturb-
ances I is shown in Fig. (4). Furthermore, the ETC of  
 

power quality disturbances II is shown in Fig. (5). And loca-
tion. of power quality disturbances II is shown in Fig. (6). 

As can be seen from Fig. (3) and Fig. (5), CF-NLS meth-
od has a better convergence rate than NLS method. On the 
other hand, as can be seen from Fig. (4) and Fig. (6), the 
different power quality disturbances can be identified and the 
start-halt instant can be located accurately. Although the 
white noise has a slight influence on the amplitude location, 
the different types of power quality disturbances can be lo-
cated directly. Furthermore, as can be seen from Fig. (7), the 
signal error is too small (0.2%) to the location of disturb-
ances. 

3.2. Simulations on Typical Signals  

In order to test the efficiency of CF-RLS, five types pow-
er quality disturbances are shown in Table 2. They are volt-
age swell, voltage dip, voltage interruption, electro- -
magnetic pulse, harmonics and transient oscillation. 

3.3. Location of Disturbances of Simulations Example 

The feasibility of CF-NLS method is proved by 
Matlab/Simulink. The whole simulation time is 0.4s. Firstly, 
there is no reactive power component in initial signals. 
Moreover different frequency band signals keep stable. Sec-
ondly, the change point of frequency is 0.2s (that is 200ms), 

  

 

Fig. (2). Cross-Feedback Network. 

Table 1. Complex disturbance signals. 

Number Expression 

I 

  

S2 = cos(120 ) + cos(720 ) +

cos(720 + 6sin(120 )) +

squarewave(180Hz) +

rand white noise

 

II 

  

S1= cos(100 +1.5) cos(100 + 2)

+cos(100 ) + squarewave(120Hz)

+rand white noise
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Fig. (3). ECT between LMS and CF-RLS power quality disturbances I. 

 

 

Fig. (4). Location of power quality disturbances I. 
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Fig. (5). ECT between LMS and CF-RLS of power quality disturbances II. 

 

 

Fig. (6). Location of power quality disturbances II. 

Table 2. Power quality disturbances. 

Disturbances Parameters Expression 
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T t
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2
)
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1
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Table 2. contd.. 

Disturbances Parameters Expression 

Voltage 

dip 

 0.1 0.9  

  
T t

2
t
1

6T  
  

T (t) = A{1 [u(t
2
)

u(t
1
)]}sin( t)

 

voltage interruption 
 

> 0.9  

  
T t

2
t
1

9T  

T(t) = A{1 [u(t
2
)

u(t
1
)]}sin( t)

 

harmonics  
0.1

3
,

5
,

7
0.9 1

2
+

3

2
+

5

2

+
7

2
= 1

 

T (t) = A[
1
sin( t)

+
3
sin(3 t) +

5
sin(5 t) +

7
sin(7 t)]

 

transient oscillation 

0.1 0.8  

Ttt 20
12  0.1 0.2  

T (t) = A{sin( t) +

[ exp(t t
1
) / ]*

sin[ (t t
1
)[u(t

2
)]

u(t
1
)]}

 

 

 

Fig. (7). Initialize signal, composted signal and signal error. 

 

Table 3. Parameters of the input current. 

Component Amplitude [p.u.] T=0-0.2s T=0.2-0.4s 

fundamental 1 0º 50Hz 49Hz 

5th harmonic 0.25 45 º 5*50Hz 5*49Hz 

7th harmonic 0.25 180 º 7*50Hz 7*49Hz 

11th harmonic 0.15 180 º 11*50Hz 11*49Hz 

White noise SNR=20dB   

 

0 1000 2000 3000 4000 5000 6000
-5

0

5

 i
n
it
ia

li
z
e
 s

ig
n
a
l

t

0 1000 2000 3000 4000 5000 6000
-5

0

5

 c
o
m

p
o
s
it
e
d
 s

ig
n
a
l

t

0 1000 2000 3000 4000 5000 6000
-0.2

0

0.2

s
ig

n
a
l 
e
rr

o
r

t

RETRACTED ARTICLE



214    The Open Electrical & Electronic Engineering Journal, 2015, Volume 9 Zhenhua  et al. 

 

Fig. (8). Simulation results with current frequency changing. 

 

Fig. (9). 5th harmonic current detection. 
 

the frequency of load current is from 50Hz to 49Hz.The re-
lated parameters of distorted currents are shown in Table 3. 
The location and detection of Power quality disturbances are 
shown in Fig. (8) and Fig. (9). 

As can be seen from the Fig. (8) and Fig. (9), the pro-
posed method can identified the frequency change within 
one power cycle(20ms) and location of the frequency and the 
amplitude of different frequency harmonics. The proposed 
method has a good anti-interference ability to 20dB white-
noise.  

CONCLUSION 

In this paper, the power quality disturbance location 
based on BP-RLS is studied. Moreover two different com-
plex disturbance signals are detected by NLS and BP-RLS. 
With the help of Matlab 7, the simulation results show that 
the proposed method can improve the convergence rate, and 
the harmonics parameters, including amplitudes, phase an-
gles and disturbance time, can be detected precisely. 
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